Performance Analysis of Data Processing Tasks in Mobile Phone Sensing System Using Cloud
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ABSTRACT: Mobile phone sensing is an emerging area of interest for researchers as smart phones are becoming the core communication device in people’s everyday lives. Sensor enables mobile phones or smart phones are attractive sensing application in different domains such as environment monitoring, industrial automation, healthcare, etc., taking advantage of data gathering of mobile phone sensing system (MPSS) as well as the data storage and processing ability of cloud computing (CC) to integrate MPSS-CC. This paper focuses on the processing of the sensory data in MPSS-CC integration architecture and transmitting desirable sensory data to the mobile users in a fast, reliable and secure manner. In this paper, we perform the data processing tasks on the sensory data for reducing the traffic load and bandwidth requirements of sensory data transmission. In addition, the architecture of MPSS-CC is capable of monitoring and predicting the sensory data traffic and also enabling mobile user to securely obtain their desired sensory data faster.
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I. INTRODUCTION

A. Mobile Phone Sensing

Today’s mobile phone not only serves as the key computing and communication mobile device of choice but also comes with a set of embedded sensors. Sensors have become much more prevalent in mobile devices over the last few years by incorporating more and more sensor into phones. Mobile phone as a sensor serves to collect, process and distribute data around people. Collectively, these sensors are enabling new applications across a wide variety of domains such as homecare, healthcare[1], social networks[2], safety, environmental monitoring[3], ecommerce and transportation[4].

Fig. 1 shows the suite of sensors found in the Mobile phone. The mobile phones have a number of specialized sensors including ambient light sensor, accelerometer, digital compass, gyroscope, GPS, proximity sensor and general purpose sensors like microphone and camera. By affixing a sensory device to a mobile phone, mobile sensing provides the opportunity to track dynamic information about environmental impacts and develop maps and understand patterns of human movement, traffic, and air pollution.
The sensors in mobile phones have some advantages. First, the availability of cheap embedded sensors initially included in phones to drive the user experience is changing the landscape of possible applications. Second, smart phones are open and programmable. In addition to sensing, phones come with computing and communication resources that offer a low barrier of entry for third-party programmers. Third, importantly, each phone vendor now offers an app store allowing developers to deliver new applications to large populations of users across the globe, which is transforming the deployment of new applications. Fourth, the mobile computing cloud enables developers to offload mobile services to back-end servers, providing unprecedented scale and additional resources for computing on collections of large-scale sensor data and supporting advanced features such as persuasive user feedback based on the analysis of big sensor data.

B. Cloud Computing

Cloud Computing is internet based computing, where resources allocations are shared, software and information are provided to computer and all other devices on demand as requested. It is considered as an alternative to traditional server or web hosting servers. Cloud provides much more services then that, having different layer to provide application based services [5].

IBM report stated that “Cloud is a new consumption and deliver model for many IT-based services, in which the user sees only the service, and has no need to know anything about the technology or implementation”[6]. NIST classify the cloud computing as “Cloud computing is a model for enabling convenient, on demand network access to shared pool of configurable computing resources” [7].
The fig.2 shows the overview of cloud computing. The cloud computing have three architecture layers mainly Software-as-a-Service (SaaS), Platform-as-a-Service (PaaS) and Infrastructure-as-a-Service (IaaS). SaaS provides board market solutions where the vendor provides access to hardware and software products through portal interface [8]. PaaS supplies all the resources required to build an applications [9] and services completely from the internet without having to download or install the software. Paas include application design development, testing and deployment and hosting. IaaS provides consumers with an opportunity to consume processing, storage, network, and other fundamental computing resources [10]. Here the consumer is able to store data, deploy and run arbitrary software such as operating systems and applications. The consumer does not need to control and manage the underlying infrastructure but has control over the operating system, applications, storage, and network components.

C. Integration of MPSS-CC

Taking advantage of data gathering of mobile phone sensing system(MPSS) as well as the data storage and processing ability of cloud computing(CC),the integration of mobile phones and cloud computing has attracted much attention from both academia and industry [11]–[15]. The main idea is to utilize the powerful CC platform to store and process the sensory data (e.g., humidity, temperature, and light) and then further offer these processed sensory data to the mobile users. For example, mobile phones are deployed to collect the weather humidity, temperature, traffic, and house information within a certain area. The collected information can be transmitted to the cloud for storage and processing first. Then, the cloud is able to further transmit the processed sensory data to the mobile users on demand. Mobile users can have access to the sensory information with just a simple client in the mobile device.

D. Research Motivations

When integrating MPSs and CC, the following critical issues or needs should be taken into consideration.

1) Mobile phone used radio resource for communications. With the anticipated dramatic increase in the numbers of cloud users, the relatively low network bandwidth may become a very critical bottleneck. When sensors are employed to gather multimedia data (e.g., images, videos, etc.), they generate a large volume of data traffic that further aggravates the demand on transmission bandwidth. Reduction of traffic and bandwidth demand is therefore an important issue.
Mobile sensors collect data either continuously or at the command of the applications or users. In the latter case, there will be a delay for the applications or users to eventually obtain the desired data. It would be desirable to harness the processing capacity of the cloud to empower the WSN with the ability to anticipate the data needs of the applications/users.

Sensory data from a source node are usually forwarded to the gateway via intermediary sensor nodes in a hop-by-hop manner. Intermediary nodes close to the gateway therefore tend to have a heavy workload. Since sensor nodes are often equipped with batteries that are not rechargeable and they may not be accessible for battery replacement, energy conservation is always an important concern to extend the lifetime of a WSN.

II. RELATED WORK

W.Wang and K.Lee [16] presents dynamic proxy-based approach to connect sensors to the cloud. At the sensor tier, the aggregated sensory data at a sink are sent to the local proxy via a local communication mechanism. At the gateway tier, the local proxy parses the received messages and generates dynamic components over the event bus for each new sensor detected. The gathered sensory data are modeled and then further relayed to the cloud. Khandakar [17] presents framework for integrating wireless sensor network with cloud. This framework includes the data processing unit (DPU), Pub/Sub Broker, the request subscriber, the identity and access management unit, and the data repository (DR). Sensory data collected from the WSN are transmitted via a gateway to the DPU, which processes the data into a storage format and sends the data to the DR. Rajesh et. al. [18] presents Secured Wireless Sensor Network-integrated Cloud Computing architecture. The real-time sensor data must be processed and the action must be taken regularly. The integration controller module of the proposed architecture integrates the sensor network and Internet using Cloud Technology which offers the benefit of reliability, availability and extensibility.

Wen-Yaw Chung et. al. [19] discuss about the agricultural system which use the wireless sensors to monitor temperature, humidity, pH value etc. The purpose is to provide a faster and more convenient platform for the client to obtain information from the sensor nodes that has been set-up in an agricultural system. At the host end, Wireless Sensor Nodes will collect the values of various parameters from the front-end sensors host. At the client sides, internet is used to send request for Web Services that will store this big data into distributed SQL databases which are already in proposed cloud system. Rajeev Piyareet. al. [20] discusses the Wireless Sensor Network applications in important areas such as healthcare, critical infrastructure monitoring, environment monitoring, and manufacturing. Due to some of the limitations of WSNs in terms of memory, energy, computation, communication, and scalability, efficient management of the large number of WSNs data in these areas is an important issue. Cloud computing provides huge computing, storage, and software services in a scalable and virtualized manner at low cost. This paper proposes architecture for integrating Wireless Sensor Networks with the Cloud.

III. MPSS-CC INTEGRATION ARCHITECTURE

A. Architecture overview

Fig.3 shows overview of the proposed MPSS-CC integration architecture. Each mobile phones will gathering sensory data from varies environment and sends the sensory data directly to the gateway. The android (e.g. AndroSensor) application used in mobile phones for the purpose of gathering sensory data. The sensor value stored in the form of .csv file format and that will automatically send gateway (e.g. Email account). The collected sensory data file will be uploading into the local database and stored data are further processed.
Fig 3. Proposed architecture to integrate mobile phone sensing system and Cloud computing

After the sensory data stored in local database, the database processes the data with the following four components: data traffic monitoring unit, data filtering unit, data prediction unit and data compression unit. This respective unit monitors the data traffic, filters the data traffic, and predicts the future sensory data and also sensory data are compressed. After processed the data processing tasks on sensory data, the data are further transmitted to the cloud gateway. When the cloud gateway receives the compressed sensory data from the local database, the cloud gateway processes the received data by decompressing the data with the data decompression unit.

After performing data decompression, the cloud gateway are stored and processed in the cloud and data are suitable for presentation to requesting mobile users. So that the cloud utilizes the data recommendation unit to analyze the data feature information required by mobile users. When the user want sensory data, it send request to cloud platform. The cloud platform processes user request and result back to user.

B. Description of Data Processing Tasks

1) Data Traffic Monitoring: Before sensing data, in the sensory application properties will be set time interval (e.g. Every 1 sec 2 records) for sensing values. The Data Traffic Monitoring unit calculates the data traffic by taking total...
number of time taken and total number of records. After calculates data traffic, it will checks whether there is too much or very few data collected by the sensors. If it is equal then only further processes sensory data.

2) Data Filtering: The data filtering unit checks whether the gathered sensory data values fall within the acceptable range. For example, the light values in room cannot exceed 100 lux. If the data value is out of range, these faulty sensory data will be discarded. Only acceptable sensory data will be further processed.

3) Data Prediction: To predict the sensory value collected from mobile sensor, the method of the secondary exponential smoothing model (SEMS) [21]-[23] is used to a trend prediction. The SEMS is a widely used technique that can be applied to time-series data, either to produce smoothed data for presentation or to make forecasts [24]-[26].

The prediction process of the SEMS is as follows.

- Suppose that there are \( n \) time sequences and the primary data \( Y = y_1, y_2, \ldots, y_n \) are the data in the original time sequence.
- Let \( S_t^{(1)} \) and \( S_t^{(2)} \) be the first and second smoothing values at time \( t \). \( S_t^{(1)} \) and \( S_t^{(2)} \) represent the first and second smoothing values at time \( t-1 \).
- Then, \( S_t^{(1)} \) and \( S_t^{(2)} \) are expressed as follows, in which \( \alpha \) is the smoothing parameter:

\[
    S_t^{(1)} = \alpha y_t + (1-\alpha)S_{t-1}^{(1)}
\]

\[
    S_t^{(2)} = \alpha S_t^{(1)} + (1-\alpha)S_{t-1}^{(2)}
\]

\[
    S_t^{(1)} = S_t^{(2)} = y_t
\]

\[\text{t}=2,3,\ldots,n\]  

- Calculate Prediction value

\[
F_{t+m} = a_t + b_t m
\]

Here, \( F_{t+m} \) is the prediction value at time \( t + m \), where \( m \) is the prediction step and \( m = \{0, 1, 2, \ldots, M\} \). The variables \( a_t \) and \( b_t \) are given as follows:

\[
a_t = 2S_t^{(1)} - S_t^{(2)}
\]

\[
b_t = \frac{\alpha}{1-\alpha}(S_t^{(1)} - S_t^{(2)})
\]

- Finally, the prediction error is calculated as

\[
PE_a = \sum_{m=1}^{M}(y_{n+m} - y_{n+m}^a)
\]

Here, \( y_{n+m} \) is the actual data value at time \( n + m \), and \( y_{n+m}^a \) is the predicted data value at time \( n + m \).

4) Data Compression and Decompression: Compression and decompression are performed at the respective local database to reduce packet losses due to network congestion, which would be recovered using a suitable transport protocol between the gateways. However, important sensory data could still be lost if the decompressed data do not perfectly match the data that are compressed, i.e., the compression/decompression process is lossy. To avoid this problem, we utilize lossless compression/decompression techniques. LZ77 compression algorithm is a widely used entropy encoding algorithm for lossless data compression in computer science and information theory.

LZ77 [27]-[31] is a dictionary-based encoding technique that can be applied for data compression, by replacing a string of symbols with a reference to a dictionary location for the same string. The main motivation is that the dictionary reference should be shorter than the string it replaces. The dictionary is actually a sliding window containing the last \( N \) symbols encoded or decoded. Larger \( N \) means that it takes longer to search the whole dictionary for a match and it will require more bits to store the offsets into the dictionary. Typically, the number of symbols in a dictionary is equal to some power of 2.
The encoding process of LZ77 consists of the following steps.
1) The dictionary is initialized to a known value.
2) Read an uncoded string whose length is the maximum allowable match length.
3) The longest matching string is searched in the dictionary.
4) If a match is found with not less than the minimum allowable match length, then the encoded flag, the offset, and the length are written to the encoded output. Otherwise, the uncoded flag and the first uncoded symbol are written to the encoded output.
5) A copy of the symbols written to the encoded output is shifted from the uncoded string to the dictionary.
6) Read a number of symbols from the uncoded input whose length is equal to the number of symbols written in Step 4.
7) Repeat from Step 3 until all the uncoded inputs have been encoded.

To perform the decoding of LZ77, the following steps are performed.
1) The dictionary is initialized to a known value.
2) Read the encoded or not encoded flag.
3) If the flag indicates an encoded string, then read the encoded length and the offset and copy the specified symbols from the dictionary to the decoded output. Otherwise, the next character is read and written to the decoded output.
4) A copy of the symbols written to the decoded output is shifted into the dictionary.
5) Repeat from Step 2 until the whole inputs have been decoded.

6) Data Recommendation: Finding all frequent itemsets in a database is difficult since it involves searching all possible itemsets (item combinations). The set of possible itemsets is the power set over \( I \) and has size \( 2^n - 1 \) (excluding the empty set which is not a valid itemset). Although the size of the power set grows exponentially in the number of items \( n \) in \( I \), efficient search is possible using the downward-closure property of support which guarantees that for a frequent itemset, all its subsets are also frequent and thus for an infrequent itemset, all its supersets must also be infrequent. Exploiting this property, efficient algorithms (e.g., Apriori algorithm) can find all frequent itemsets.

The Apriori algorithm [32] is a classical algorithm for frequent itemset mining and association rule learning [33]. Apriori is a level-wise complete search algorithm utilizing the antimonotonicity of itemsets. The Apriori property is that any superset of an itemset will not be frequent if an itemset itself is not frequent. Based on this property, the main idea of Apriori is shown with the following three steps first, which are followed with detailed illustrations.

1) The database is scanned and searched for frequent itemsets of size 1 by accumulating the count for each item. Those itemsets that satisfy the minimum_support requirement are collected.
2) Iterating with the following three steps to find frequent itemsets with cardinality from 1 to \( k \) (\( k \)-itemset).
   - From the frequent itemsets of size \( k \), \( Ck+1 \) that contains the candidates of frequent itemsets of size \( k + 1 \) is generated.
   - The database is scanned, and the support of each candidate of frequent itemsets is calculated.
   - Those candidate itemsets satisfying the minimum_support requirement are added to \( Fk+1 \).
3) The frequent itemsets are utilized to generate association rules if necessary with support_count() and min_confidence.

The pseudo code of the Apriori algorithm for frequent itemset mining is previously shown, with \( Ck \) denoting the candidate itemsets of size \( k \) and \( Fk \) representing the frequent itemsets of size \( k \). In addition, minimum_support is a threshold value for an itemset to be taken as a frequent itemset if the appearance of the itemset in the transactions of the database exceeds the threshold value.
All the candidates of the frequent itemsets included in transaction \( t \) are found with the function subset in line 5. With that, the frequencies of the candidates generated in this way are calculated by scanning the database, and the frequencies are checked to see whether they exceed the minimum \( \text{support} \). After the set of frequent itemsets \( F \) is achieved, the association rules are generated based on the frequent itemsets with the following procedure.

- For each frequent itemset \( I \) in \( F \), all nonempty subsets of \( I \) are obtained.
- For every nonempty subset \( s \) of \( I \), the rule \( s \rightarrow (I - s) \) is selected if the following equation holds:

\[
\frac{\text{support}_\text{count}(I)}{\text{support}_\text{count}(S)} \geq \text{min}_\text{confidence}
\]

where \( \text{support}_\text{count}(X) \) of an itemset \( X \) is the proportion of transactions containing the itemset in the database, and \( \text{min}_\text{confidence} \) is a minimum confidence threshold value.

C. Architecture Characteristics

1) Monitor the Sensory Data Traffic: By using the data traffic unit in local data base, the sensory data traffic is monitored. If the sensory data traffic is too high or too low, then it is quite likely that there is something wrong with some sensors. So easily find out some sensors have died or are faulty, or maybe some sensors are compromised.

2) Reduce the Sensory Data Transmission Bandwidth Requirement and Traffic: The sensory data are filtered and compressed before transmitting to the cloud, the traffic load and transmission bandwidth requirements for sensory data are reduced.

3) Predict the Future Trend of the Sensory Data: By using the secondary exponential smoothing model in the data prediction unit, we can predict the future trend of the sensory data. This can alert people to take measures in advance to prevent the occurrence of dangerous events, which are indicated by the sensory data trend. For example, if the toxic substances in the water detected by some sensors tend to exceed the acceptable level, then maybe the government should take some actions to avoid the danger that excessive toxic substances might kill a lot of people.

4) Mobile Users to Securely Obtain Desired Sensory Data Faster: The data recommendation unit is incorporated in the cloud to provide recommendations to mobile users, depending on their previous interests. In addition, when the cloud responds to the data requests of mobile users, it encrypts the requested sensory data and then transmits the data to mobile users. The mobile users then decrypt the received data. Thus, the sensory data can be obtained by mobile users securely.
A. Evaluation Setup

To perform the evaluation, we implemented a simplified prototype of the architecture to process the sensory data. Here, the two mobile phones with sensor android application used to collect three types of sensory data (i.e., Light, sound, proximity) in the classroom. Specifically, the sound is in dB. Light is in lux, and proximity is expressed in cm. The gathered sensory data is further processed with the cloud platform of the blackbucks Technology to offer these processed sensory data to a mobile user requesting these sensory data. The cloud platform utilizes four virtual CPU cores (2.6 GHz) and a 64-GB memory.

The evaluated performance are data traffic monitoring performance, data filtering performance, data prediction performance, data compression performance, and data recommendation performance.

B. Evaluation Results

1) Data Traffic Monitoring Performance: Table I shows the data traffic monitoring performance in mobile sensor 1 and 2. We monitor the data traffic for a specific time interval (i.e., every minute) regarding all types of sensory data (i.e., sound, light, and proximity). From this table, we can observe that the data traffic is normal. There are 120 data records every minute in mobile sensor 1 and 60 data records every minute in mobile sensor 2.

<table>
<thead>
<tr>
<th>Mobile Sensor</th>
<th>Attribute</th>
<th>Data Traffic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile Sensor 1</td>
<td>Sound</td>
<td>120 records/minute</td>
</tr>
<tr>
<td>Mobile Sensor 1</td>
<td>Light</td>
<td>120 records/minute</td>
</tr>
<tr>
<td>Mobile Sensor 1</td>
<td>Proximity</td>
<td>120 records/minute</td>
</tr>
<tr>
<td>Mobile Sensor 2</td>
<td>Sound</td>
<td>60 records/minute</td>
</tr>
<tr>
<td>Mobile Sensor 2</td>
<td>Light</td>
<td>60 records/minute</td>
</tr>
<tr>
<td>Mobile Sensor 2</td>
<td>Proximity</td>
<td>60 records/minute</td>
</tr>
</tbody>
</table>

2) Data Filtering Performance: For data filtering, we remove the collected data that own too high or too low data value, which is obviously not acceptable. The data filtering performance in both mobile sensor 1 and 2 are shown in Table II. In mobile sensor 1, there are total of 3354 records before data filtering, and there are total of 1755 records after the data filtering. Eighty-four records are filtered. In mobile sensor 2, before data filtering, there are total of 5645 records. After the data filtering, there are total of 3592 records. Forty-three records are filtered.

<table>
<thead>
<tr>
<th>Mobile Sensor</th>
<th>Before Data Filtering</th>
<th>After Data Filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile Sensor 1</td>
<td>3354 records</td>
<td>1755 records</td>
</tr>
<tr>
<td>Mobile Sensor 2</td>
<td>5645 records</td>
<td>3592 records</td>
</tr>
</tbody>
</table>

3) Data Prediction Performance: Table III summarizes the data prediction error with the SESM data prediction technique in mobile sensor 1 and 2 utilizing 3000 group data. Moreover, Fig. 4(a)-(c), respectively, show the data prediction sample, with respect to sound, light, and proximity, in mobile sensor 1. The data prediction sample, with respect to sound, light, and proximity, in mobile sensor 2 are presented in Fig. 4(d)-(f), respectively. In Table III and Fig. 4, we can observe that the predicted data value is almost the same as the actual data value.

<table>
<thead>
<tr>
<th>Mobile Sensor</th>
<th>Attribute</th>
<th>Prediction Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile Sensor 1</td>
<td>Sound</td>
<td>-6.01225</td>
</tr>
<tr>
<td>Mobile Sensor 1</td>
<td>Light</td>
<td>0.82156</td>
</tr>
<tr>
<td>Mobile Sensor 1</td>
<td>Proximity</td>
<td>2.01265</td>
</tr>
<tr>
<td>Mobile Sensor 2</td>
<td>Sound</td>
<td>0.00125</td>
</tr>
<tr>
<td>Mobile Sensor 2</td>
<td>Light</td>
<td>1.23564</td>
</tr>
<tr>
<td>Mobile Sensor 2</td>
<td>Proximity</td>
<td>1.23564</td>
</tr>
</tbody>
</table>
Fig. 4. Data prediction performance sample in mobile sensor 1, with regard to (a) Light (b) Sound and (c) Proximity and in mobile sensor 2, with regard to (d) Light, (e) Sound, (f) Proximity.

4) Data Compression Performance: Regarding data compression, we utilize the deflate data compression method illustrated previously. The data compression performance is shown in Table IV. In mobile sensor 1, the size of all the data is 76390 bytes before data compression and 19075 bytes after data compression. About 75% data are compressed. In mobile sensor 2, before data compression, the size of all the data is 13085 bytes. After data compression, the size of all the data is reduced to 2675 bytes. Around 70% data are compressed.

5) Data Recommendation Performance: Tables V and VI show the data recommendation performance with Apriori, with respect to confidence, before and after attribute combination in both mobile sensors 1 and 2. Here, we randomly select 1000 group sensory data records and preset the attributes (sound, light, and proximity) that the mobile user will utilize. Then the support confidence for each attribute is determined, and the corresponding confidence of the combination of two attributes is obtained. From this table, we can know that the architecture can accomplish the following goal. When the mobile user chooses one type of data (e.g., sound), by setting a confidence threshold, we can get some data combinations (e.g., light, and proximity), whose confidence is larger than the threshold. Then, these data are the recommended data that indicate a stronger relationship than other data patterns.
V. CONCLUSION

Integration of mobile phone sensing system and Cloud Computing will provide benefits to organizations and the research community. In this paper, we have proposed architecture to integration of MPSS-CC for the sensory data processing and it enables the transmissions of desirable sensory data to mobile users in a fast, reliable, and secure manner. The architecture could decrease the storage requirements of the sensors and the sensor gateway, and reduce the traffic load and bandwidth requirement of sensory data transmissions. We have provided analytical and experimental results to show that the architecture is capable of enhancing the monitoring performance of sensors, and the security of the transmitted sensory data and of reducing the traffic and bandwidth required for sensory data transmissions and the cloud storage and processing overhead. The advanced capabilities and high performance of the architecture enable the mobile users to obtain their desired sensory data faster.
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