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ABSTRACT: The occlusion in one of the coronary arteries of the heart leads to the cardiac ailment, myocardial 

infarction (MI). Myocardial infarction (MI) is also called the heart attack, and it results in the death of heart muscle 

cells due to the lacking in the supply of oxygen and other nutrients. The early and accurate detection of MI using the 

12-lead electrocardiogram (ECG) is helpful in the clinical standard for saving the lives of the patients suffering from 

this pathology. This paper proposes improved accuracy through skewness based feature extracted using Fourier-Bessel 

(FB) series expansion based empirical wavelet transform (EWT) with fixed order ranges is introduced for the time-

scale decomposition of 12-lead ECG signals to give the multiscale analysis of multi-lead ECG beat. For each lead ECG 

signal, nine subband signals are evaluated using FBSE-EWT. The statistical features such as the skewness and the 

entropy are evaluated from the subband signals of each ECG lead. The experimental results demonstrate that FBSE-

EWT based skewness features has the mean accuracy, the mean sensitivity and the mean specificity values of 96.58%, 

94.71%, and 93.83% ,respectively for the detection of MI using 11-layered proposed CNN architecture.We also 

achieved an average accuracy of 93.53% and 95.22% using ECG beats with noise and without noise removal 

respectively 
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I. INTRODUCTION 

 

In recent years, various techniques have been applied for the automated detection of MI using 12-lead ECG 

signals[5,6,7,8,9,28] . They have used the coefficients of ST-segments of 12-lead ECG as features for the detection of 

MI[4]. The accurate detection of ECG on-set points along each lead is the prerequisite for the time-domain feature 

extraction approaches for MI detection. The shortcomings of wavelet-based approaches for the detection of MI are the 

requirement of the scaling and wavelet functions as priors for the timescale decomposition of 12-lead ECG, and the 

selection of the number of decomposition levels. This paper explores the Fourier-Bessel series expansion based EWT 

(FBSE-EWT)[2] for time-scale analysis of 12-lead ECG, and the extraction of various features. In comparison to 

conventional EWT, the subband signals extracted using FBSE-EWT method match more firmly to actual narrow-band 

signal components . Due to the compact spectral representation of signals in the FBSE domain with better resolution, 

the FBSE-EWT method is very effective to estimate closely spaced frequency components in the analyzed signals. 

These salient characteristics inspired us to decompose the analyzed 12-lead ECG signals using the FBSE-EWT method, 

and thereby, extracted features from the sub-band signals. Skewness is asymmetry in a statistical distribution, in which 

the curve appears distorted or skewed either to the left or to the right. Skewness can be quantified to define the extent to 

which a distribution differs from a normal distribution. It should be noted that in comparison to conventional EWT, the 

sub-band signals extracted using FBSE-EWT method match more firmly to actual narrow-band signal components. The 

repeated convolutional and pooling layers in CNN provides a better representation of ECG feature vector and, thus 

giving a higher performance for the detection of heart pathology. 

II. SYSTEM DESIGN 

 

In this section, the proposed approach for the detection of MI is presented. The approach mainly comprises of two sub-

blocks such as, the diagnostic feature extraction from 12-lead ECG data matrix, and detection of MI using CNN. The 

diagnostic feature extraction process as shown in Fig. 1 consists of the 12-lead ECG data collection, filtering and 

segmentation of 12-lead ECG data matrix, FBSE-EWT based time-scale decomposition of 12-lead ECG matrix, and 

evaluation of skewness and kurtosis statistical features.  
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Fig 1. FIow ModeI of the proposed architecture for detection of MI. 

 

III. METHODOLOGY 

 

We have used the 12-lead ECG data matrix for healthy control (HC) and MI cases from Physikalisch Technische 

Bundesanstalt (PTB)[15] diagnostic ECG database . This database comprises of 549 records of 15- lead ECG data, out 

of that the leads such as I, II, III, aVR, aVL, aVF, V1-V6 are 12-lead ECG signals, and the remaining three leads (Vx, 

Vy and Vz) are vector cardiogram (VCG) signals. In this database, the sampling rate of each lead ECG signal is 1000 

Hz, and the amplitude range is 16.384 mV with 16-bit resolution. In this study, we have taken 100, and 74 numbers of 

12-lead ECG recordings from 100 MI and 52 HC subjects, and each 12-lead ECG recording has a duration of 24 hours. 

 

 
 

Fig 2: lead V9 ECG signal from PTB database and a beat segmented plot of it. 

 

The filtering process is applied to each 12-lead ECG data recording for HC and MI cases. The baseline wandering noise 

is filtered out using a Butterworth second order high-pass filter with the cutoff frequency as 0.5 Hz. The segmentation 

of the filtered 12-lead ECG data matrix is done using a rectangular window of size 4000 X 12. From each 24 hours 

recording of 12-lead ECG data, the non-overlapping frames are extracted. To capture all three types of correlations or 

similarities such as intra-beat, inter-beat and inter-lead in 12-lead ECG, we have used frame based segmentation 

technique. 
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The underlying concept of FBSE-EWT can be discussed using the following steps as[29]:  

1. The FBSE method is employed for obtaining spectral representation of the analyzed signal in the frequency 

range [0,π]. The zero-order Bessel functions are used for the series expansion of the analyzed 12-lead ECG 

signal. 

  
  

 

           
          

   

 
    

     …1 

 

2. The scale-space based boundary detection method is used to find the optimal boundary frequencies and to 

segregate FBSE spectrum into L number of contiguous segments. This requires the determination of L + 1 

boundary frequencies. 
 

 

 

TABLE I : Scaling ,Wavelet  Functions used in EWT 

 
 

Scaling [29] 
        

                     

     
        

 
                          

                            

  

 

 

Wavelet [29] 

      

 
  
 

  
 

                                                        

    
           

 
                                    

    
         

 
                       

                                            

  

 

3. A set of band-pass filters are constructed in each segment using empirical scaling and wavelet functions. The 

wavelet based filters are built based on the construction idea of Littlewood-Paley and Meyer’s wavelets[29,31]. 

In Table I, the mathematical expression of empirical scaling Si(l) and wavelet functions Wi(l) are presented. 

The function µ(Ɛ,li) in Table I is expressed as 

          
             

    
    …2 

 
                                              (a)                                                                                (b) 

Fig 3 (a) Fourier Bessel Series Expansion spectrum used for calculation of coefficients. (b) A set of pass-band filters used to obtain sub-band 

signals. 

where  .ƴ(z)  .is  .a random  .functi0n  .which  .is  .given by eq. 3  

      

                                                   

                               

                                                  

 …3 

 

4. ApproximationcoefficientscA1(s),given in eq. 4,form
th

leadECGhavebeencomputedbyevalulatingithe inner 

product of the wavelets and scaling function with the ECG isignal 
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5. The skewness (SK) and kurtosis(KR) feature for the t th subband signal of m th ECG lead isgiven by   eq. 5,6.  

   
  

    
         

  
    …5 

   
  

    
          

  
  …6 

where  .µt  .and  .σt  .are  .called  .as  .the  .average  .and  .the  .standard  .deviationvaIues fort
th  

subband signal, and E is 

the expectation operator. 

A standard back-propagation with a batch size of 10 is executed in this work. The regularization, momentum, and 

learning rate parameters are set to 0.2, 3 × 10−4, and 0.7 respectively. These parameters are tuned accordingly to obtain 

optimum performance. In this work, we ran a total of 60 epochs of training and testing rounds. At the end of every 

epoch,our proposed algorithm validates the CNN[18] model. Out of the 9/10 training ECG beats, we used 7/10 to 

validate our proposed algorithm.  

 

 
(a)                                                                  (b) 

 
                                                 (c)                                                                            (d) 

Fig4.(a-d)4sub-bandisignaIsievaIuatedbyFBSE-EWTbaseditime-scaIedecompositionofiIeadV9ECG 

 

We have employed a 10-fold cross-validation strategy in this work. We separated our total ECG beats almost equally 

into 10 segments. 9/10 ECG beats are used in the training of CNN while the remainder ( 1/10 ) of the ECG beats are 

used to validate the performance of our proposed system. This approach is iterated 10 times by shifting the test data. 

Finally, the performances recorded in all 10 iterations are averaged and considered as the overall performance of our 

proposed system. 
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TABLE II: The Details 0f CNN Structure 

 

Iayer Iayertype No.ofneurons KerneIsize Stride 

0-1 Convolution 550x3 102 1 

1-2 Max-pooling 275x3 2 2 

2-3 Convolution 252x10 24 1 

3-4 Max-pooling 126x10 2 2 

4-5 Convolution 116x10 11 1 

5-6 Max-pooling 58x10 2 2 

6-7 Convolution 50x10 9 1 

7-8 Max-pooling 25x10 2 2 

8-9 Fully-connected 30 - - 

9-10 Fully-connected 10 - - 

10-11 Fully-connected 2 - - 

 
 

 
 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

Fig.5:ThedesignofCNN  layers used[6] 

 

IV. EXPERIMENTAL RESULTS 

 
TABLE III: Confusion Matrix of ECG Beats With Noise Across l0-Folds 

 

 Predicted  

Normal MI ACC(%) PPV(%) SEN(%) SPEC(%) 

Original Normal 9750 674 93.53 79.48 92.83 93.71 

MI 2521 37,661 93.49 98.03 93.71 92.83 

 
TABLE IV: Confusion Matrix of ECG Beats Without Noise Across l0-Folds 

 

 Predicted  

Normal MI ACC(%) PPV(%) SEN(%) SPEC(%) 

Original Normal 9970 454 95.63 84.56 94.83 95.71 

MI 1800 38,382 95.53 98.43 95.71 94.83 

 

The confusion matrix for ECG beats with noise and without noise are presented in TabIes III and IV respectiveIy. It 

can be observed from TabIe III that, out of 10,424 normal ECG beats, approximately 6.46% of the ECG beats are 

wrongly classified as MI. Likewise, for MI, a total of 6.20% of ECG beats  are wrongly classified as normal ECG 

beats. Similarly, in Table IV, 95.53% of ECG beats are correctly classified as normal ECG beats and 4.35% are 
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wrongly classified as normal ECG beats. Furthermore, the PPV values for each class (normal and Ml) are recorded in 

Tables III and IV. In Table III, the PPV  in the normal class is 79.49% whereas the PPV in the MI class is 98.03%. This 

shows that the probability of correctly detecting the MI ECG signals from the ECG slgnals is higher as  compared to 

the correct detection of normal ECG signals. Similarly, in Table IV, the PPV in the normal and MI classes are 84.56% 

and 98.43% respectively. The performance  rate of both noisy and noiseless ECG beats using  skewness and kurtosis 

feature vector is  summarized in Table V and VI. Through these it is observed that mean accuracy is more for noiseless 

ECG beats, even if it is skewness or kurtosis feature vector .The average of noisy and noiseless values are taken 

as  results for Table VII. 
 

TABLE V: The Results for the Classification of Normal and MI Classes Across 10-Folds using Skewness FV 

 

SignalType TP TN FP FN ACC(%) PPV(%) SEN(%) SPEC(%) 

Noisy 37,650 9795 750 2520 93.53 98.40 93.71 92.83 

Noiseless 38,360 9930 614 1815     97.63 98.43 95.71 94.83 

 

TABLE VI: The Results for the Classification of Normal and MI Classes Across 10-FoIds using Kurtosis FV 

 

SignalType TP TN FP FN ACC(%) PPV(%) SEN(%) SPEC(%) 

Noisy 41,889 5556 750 2520 88.29 98.40 88.93 91.65 

Noiseless 45696 2594 614 1815 94.63 98.43 92.71 93.65 

 

It is also evident from Table VII that the performance of CNN classifier using skewness features is higher than the 

kurtosis for each lead ECG. Moreover, it is also observed that the accuracy, sensitivity and specificity values of 

kurtosis features are less than 95% using CNN classifier. The kurtosis features fail to capture the pathological variation 

in the subband signals of each lead ECG and due to this reason these features have less performance for MI detection 

using CNN classifier. Moreover skewness features calculated using FBSE-EWT decomposition provide better 

similarity to original signal which is why it is correctly detects the anomaly in ECG signal. 

 
TABLE VII: Performance of CNN Classifier using FV’S from12-lead ECG. 

 

Measures Skewness FV Kurtosis FV 

Accuracy(%) 96.58% 91.46% 

Sensivity(%) 94.71% 90.82% 

Specificity(%) 93.83% 92.65% 

 

V. CONCLUSION 

 

The early diagnosis of MI can save life and can help to provide timely treatment. Thus, it is necessary to go for annual 

health checkups. The ECG is the primary tool to diagnose the electrical activity of the heart. Any abnormalities present 

in the heart activity is reflected in the ECG signals. However, it is challenging and time-consuming to visually assess 

the ECG signals. Therefore, implementing a CAD system in clinical settings will ensure an objective and fast diagnosis 

of MI. In this work, we proposed a method to automatically diagnose MI using 11-layer deep CNN. We have used two 

different datasets to evaluate the effectiveness of our proposed method. We have achieved an average accuracy, 

sensitivity, and specificity of 93.53%, 93.71%, and 92.83% respectively for ECG beats with noise. Our proposed 

system attained high-performance results even though there are noises present in the ECG beats. This suggests that our 

system can recognize the class of the ECG signals even with the presence of noise in the signal. Also, we obtained an 

average accuracy, sensitivity, and specificity of 95.22%, 95.49%, and 94.19% for ECG beats without noise. We also 

obtained average,sensitivity, and specificity of 96.58%,94.71%,93.83% for skewness feature vector.This shows that the 
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overall performance of our proposed system is good enough and hence, can be introduced in clinical settings. Our 

proposed system can assist doctors in their diagnosis. 
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