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ABSTRACT: An enriched non-linear smog prediction model is developed using Artificial Neural Network and Recurrent 

Neural Networks’ Long Short Term Memory. The air pollution and other meteorological data was collected from Central 

Pollution Control Board, Delhi. The collected data had lot of missing values. To overcome with missing values, imputation 

techniques was applied on the data before used for modelling. The collected data was split into two sets as training set and 

testing set. The non-linear prediction models are developed using ANN’s Multiple Layer Perceptron and RNN’s Long 

Short Tern Memory networks. These models are evaluated using the Mean Absolute Error and Root Mean Square Error. 

The RNN-LSTM model provides better result for PM10, PM2.5, NO2, SO2 when compared to ANN-MLP. 
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I. INTRODUCTION 

 

Prediction become inevitable in all the domains. Especially, in the atmospheric environment, the pollutants 

concentration should be predicted well in advance to control it. Smog is one of the biggest problem in Delhi. Smog is 

formed when air is contaminated with fog and other atmospheric conditions.  

The main air pollutants [1] are carbon monoxide (CO), carbon dioxide (CO2), nitrogen monoxide (NO), nitrogen 

dioxide (NO2) and nitrogen oxides (NOx), Particulate Matters 10 (PM10), and Particulate Matters 2.5 (PM2.5), sulfur dioxide 

(SO2), ozone (O3) and other meteorological factors. 

As per World Health Organization records, smog dangling over countries are causing approximately seven million 

mortalities each year from stroke, lung cancer, cardiovascular disease, and acute respiratory infections [2]. Smog causes 

visibility problem which is generating more percentage of road accidents. Smog has also affected the investment in 

industries [3]. Hence, the Prediction of smog becomes essential to enrich the quality of human life and to save living 

beings. All pollutants (NO2, CO, NOx, SO2, O3, PM2.5, PM10) are keep on spreading and changing. There are many 

traditional prediction models such as Logistic Regression, Time series analysis, Decision Trees, and Machine Learning 

Algorithms are available for predicting air pollutions. However, as the air pollution data is so complex, it requires non-

linear approach for prediction. Deep learning is the latest technology applied in various domains to bring automation and 

accuracy in work.  A surfeit of studies has been done using Deep learning to create prediction model especially with time 

series data. This paper derived to bring Artificial Neural Network’s Multiple Layer Perceptron along with deep learning 

technique RNN-LSTM to deal with air pollution dataset and to create prediction model for smog. 

 

II. LITERATURE REVIEW 

 

Artificial Neural Networks (ANN) models have been shown better for deterministic models for complex non-

linear data [4]. significant progress has been made in air–quality dispersion models [5]. However, being highly non–linear, 

they require large amounts of accurate input data and are computationally expensive [6]. The main purpose ofexploration of 

real data PM10 concentration temporal data, it seems crucial that non-linear models;for instance, Artificial Neural Networks 

(ANN) were developed for more accurate and precise PM10concentration forecasting [7]. Furthermore, ANN quickly 

processes the information with no particularpresumptions of the way of the non-linearity [8]. 

The special type of deep learning network under the recurrent neural network is LSTM which supports to generate 

model with time series data. As the air quality dataset consists of time series data, the LSTM can be used for prediction. 
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Although, lot of models were already developed using LSTM [9] and provides better results, the hyper parameter selection 

to be optimized manually in LSTM network. Prediction of solar irradiance is done based on weather forecasts and long 

short-term memory(LSTM) networks [10]. Thus, the ANN-MLP and RNN-LSTM were experimented and discussed in this 

paper. 

 

III. MATERIALS AND METHODS 

 

Artificial Neural Networks  

 

Artificial neural networks are biologically inspired modeling tools for complex processes and phenomena.  They 

can solve noisy problems and their computational power is given by their ability to estimate missing values.  An ANN can 

model complex nonlinear phenomenon like air pollution [11], stock market prediction [12]. The artificial neural networks 

were first proposed for the adaptive control of nonlinear dynamical systems in [13]. They are well suited for modeling 

nonlinear problems such as the air quality forecasting[14], stock price prediction [15], etc.  Moreover, the adaptive nature 

of the ANNs enhances their ability for time series forecasting. Out of many ANN types, here we have chosen Multiple 

Layer Perceptron (MLP). It was developed with an input layer, one or more hidden layers and an output layer.  The generic 

architecture of MLP is shown in Fig. 1. 

 

 
Fig. 1. Architecture of MLP 

 

Long-Short Term Memory Networks (LSTM) 

 

LSTM Networks is one kind of Recurrent Neural Network (RNN). To overcome the problem of failing to store 

previous data in memory cell, LSTM over RNN is emerged. In LSTM Network, memory cells are repeatedly connected, 

with three vital gate units: Input Gate, Output Gate, and Forget Gate. The input gate controls the maximum flow of values 

into the cell, the forget gate controls how long the values can be in the cell and the output gate controls the cell output by 

activation. The Fig. 2 shows the traditional architecture of LSTM. 

LSTM is using activation function to determine whether the memory cell is containing the value or forgotten [12], 

with the help of the following formula. 

 

                              (1) 

 

Input gate determines which values used for updating and tanh is used to compute   
 . The formulas are 

                               (2) 

  
                                 (3) 

 

To update the old cell value, the following formula is used. 

                
           (4) 

 

Finally, to get the output of the model, the following formulas are used. 

                              (5) 

                         (6) 
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Fig. 2: LSTM Architecture 

 

Here, x is the input, t is the time, h is the hidden layer output, c is the cell output state, ft, it, and ot are the outputs 

of the forget gate, input gate and output gate. Sigmoid activation function is used in three gates. 

 

As a result of the advantages of LSTM, we use LSTM as the basic part of our model to predict the smog and the 

performance through the abstract features generated with the help of LSTM layers. In this study, the computations are done 

using Python 3.6. 

 

IV. EXPERIMENT RESULTS 

 

Artificial Neural Networks – Multiple Layer Perception Model 

 

Initially, many experiment were performed to fine the best topology and that was used for model creation. Different values 

of the nodes’ number on the input and hidden layers, of the number from the hidden layers, for the learning rate and 

momentum, for the training epochs were tested. Fig.3 presents the best prediction that had 9 nodes on the input layer 

corresponding to the ones determined by the PCA and 1 unit on the output layer for the air quality index, and 2 hidden 

layers each one with 10 units. The validation method that was used is a 10-fold cross validation approach known as 

repeated random sub-sampling validation. The cross validation accuracy is given by the root mean squared error. 

 
Fig.3.ANN-MLP Prediction for PM10 

 

Long-Short Term Memory Networks (LSTM) Model 

 

The forecasting of air pollutants SO2, CO, PM2.5, PM10 and NO2 with actual and predicted comparison using 

LSTM. LSTM model created with fitted hyper parameters (epochs, neurons). No. of neurons lies between 50 - 200, No. of 

epochs lies between 50 – 1000. Batch size varies from 40 – 100. The model created using ‘non-linear’ activation function 

and ‘adam’ optimizer. The Fig. 4 shows only the NO2 predictions as sample. 
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Fig.4. LSTM Prediction for NO2 

 

The models are created using two approaches and evaluated with RMSE and MAE. The LSTM-RMSE and 

LSTM-MAE values for PM10, PM2.5, NO2and SO2are very lower than the RMSE and MAE value of ANN-MLP. But for 

CO the MAE and RMSE values are lower than the RNN-LSTM model. 

Among two models, RNN-LSTM is predicting the values more accurate than other for many meteorological 

factors. 

 

 

 
ANN – NLP LSTM 

MAE RMSE MAE RMSE 

PM10 42.64 85.10 39.01 49.04 

PM2.5 41.23 62.37 05.16 50.06 

CO 00.66 00.88 00.90 96.14 

NO2 16.28 24.33 11.66 14.19 

SO2 01.79 03.64 00.91 01.01 

 

Table 1:MAE & RMSE values for ANN-MLP and LSTM 

 

All the developed models have been trained and validated with the daily average data of air pollutants. The RMSE 

and MAE computations between observed and predicted SO2, CO, PM2.5, PM10 and NO2 are given in Table 2. Overall, the 

performance of the RNN-LSTM model is found satisfactory for most of the air pollutant. Thus, the developed model can be 

used for predicting smog over urban areas. 

 

V. CONCLUSION 

 

 Usually linear regression models were created for time series data. But it grows more complex, the result arrived 

with linear regression were not satisfactory. Then so many researches were carried out to prove non-linear regression for 

complex time series data which contains multiple variables. Out of so many non-linear regression methods, the recent two 

techniques were taken to experimentation. Finally, based on the evaluation result, the RNN-LSTM works better than ANN-

MLP. The other powerful non-linear regression models to be developed in future. 
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