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ABSTRACT: For some applications, such as image recognition or compression, we cannot process the whole image 

directly for the reason that it is inefficient and unpractical. Therefore, several image segmentation algorithms were 

proposed to segment an im-age before recognition or compression. Image segmentation is to classify or cluster an 

image into several parts (regions) according to the feature of image, for example, the pixel value or the frequency 

response. Up to now, lots of image segmentation algo-rithms exist and be extensively applied in science and daily life. 

According to their segmentation method, we can approximately categorize them into region-based seg-mentation, data 

clustering, and edge-base segmentation. In this tutorial, we survey several popular image segmentation algorithms, 

discuss their specialties, and show their segmentation results. Moreover, some segmentation applications are described 

in the end. 
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I.  INTRODUCTION 
 

Image segmentation is useful in many applications. It can identify the regions of interest in a scene or annotate the 

data. We categorize the existing segmentation algorithm into region-based segmentation, data clustering, and edge-base 

segmentation. Region-based segmentation includes the seeded and unseeded region growing algorithms, the JSEG, and 

the fast scanning algorithm. All of them expand each region pixel by pixel based on their pixel value or quantized value 

so that each cluster has high positional relation. For data clustering, the concept of them is based on the whole image 

and considers the distance between each data. The characteristic of data clustering is that each pixel of a cluster does 

not certainly connective. The basis method of data clustering can be divided into hierarchical and partitioned clustering. 

Furthermore, we show the extension of data clustering called mean shift algorithm, although this algorithm much 

belonging to density estimation. The last classification of segmentation is edge-based segmentation. This type of the 

segmentations generally applies edge detection or the concept of edge. The typical one is the watershed algorithm, but 

it always has the over-segmentation problem, so that the use of markers was proposed to improve the watershed 

algorithm by smoothing and selecting markers. Finally, we show some applications applying segmentation technique in 

the preprocessing. 

 

II.  REGION SPLITTING AND MERGING 
 

The main goal of region splitting and merging is to distinguish the homogeneity of the image. Its concept is based 

on quad trees, which means each node of trees has four descendants and the root of the tree corresponds to the entire 

image. Besides, each node represents the subdivision of a node into four descendant nodes.  

 

Let R represent the entire image region and decide a predicate P. The purpose is that if P (R)  FALSE , we 

divide the image R into quadrants. If P is FALSE for any quadrant, we subdivide that quadrant into subquadrants, and 

so on. Until that, for any region Ri,  P ( Ri )  TRUE . After the process of splitting, merging process is to merge 
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two adjacent regions Rj and Rk if P ( R j  Rk )  TRUE . The sum  marized procedure is described as follows: 

Step1.  Splitting steps: For any region Ri, which  P ( Ri )  FALSE , we split it into four disjoint quadrants. 

Step2. Merging steps: When no further splitting is possible, merge any adjacent regions Rj and Rk for which P ( 

R j Rk )  TRUE . 

Step3.  Stop only if no further merging is possible. 

 

We conclude the advantages and disadvantages of region splitting and merging: Advantages: 

a. The image could be split progressively according to our demanded resolution be-cause the number of splitting 

level is determined by us.  

b. We could split the image using the criteria we decide, such as mean or variance of segment pixel value. In 

addition, the merging criteria could be different to the splitting criteria. 

 

III.  DATA CLUSTERING 

 

Data clustering is one of methods widely applied in image segmentation and sta-tistic. The main concept of data 

clustering is to use the centroid to represent each cluster and base on the similarity with the centroid of cluster to 

classify. According to the characteristics of clustering algorithm, we can roughly divide into “hierarchical” and 

“partitional” clustering. Except for this two classes, mean shift algorithm is part of data clustering, too, and its concept 

is based on density estimation[3]-[6]. 

 

3.1. Hierarchical Clustering 
 

The concept of hierarchical clustering is to construct a dendrogram representing the nested grouping of patterns 

(for image, known as pixels) and the similarity levels at which groupings change. We can apply the two-dimensional 

data set to interpret the operation of the hierarchical clustering algorithm.  

The hierarchical clustering can be divided into two kinds of algorithm: the hie-rarchical agglomerative algorithm 

and the hierarchical divisive algorithm. We de-scribe the detail of two algorithms as below, respectively. 

 

Hierarchical agglomerative algorithm: 
 

Step1. Set each pattern in the database as a cluster Ci and compute the proximity matrix including the distance 

between each pair of patterns. 

Step2. Use the proximity matrix to find out the most similar pair of clusters and then merge these two clusters 

into one cluster. After that, update the proximity matrix. 

 

Notice that there are several ways to define the “distance” between each pair of patterns. The most popular 

definitions are the single-link and complete-link algo-rithms. If we assume D(Ci, Cj) as theistance between cluster Ci 

and Cj, and assume d(a, b) as the distance between pattern a and b. Then the distance definition of sin-gle-link method 

is 

 

D Ci , C j   min d a , b ,   

for a Ci , b C j , (3.1) 

 

which means the distance between two clusters is the minimum of all pairwise dis-tances between patterns in the two 

clusters. The distance definition of complete-link method is 

which means the distance between two clusters is the maximum of the distances be-tween all pairs of patterns in the 

two clusters[7]. 

 

 

D Ci , C j   max d a , b ,   

for a Ci , b C j , (3.2) 
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Hierarchical divisive algorithm: 
 

Before we introduce the algorithm of hierarchical division, it has to define the dis-tance between pattern x (as for 

image, the pixel) and cluster C as d(x, C) = the mean of the distance between x and each pattern in the cluster C. The 

steps of hierarchical divisive algorithm are as below. 

 

Step1. Start with one cluster of the whole database (as for image, the whole im-age). 

Step2.  Find the pattern xi  in cluster Ci  satisfied d(x, Ci) = max(d(y, Ci)), for 

 

y Ci , where i = 1, 2, …, N and N is the current number of clusters in the whole database. 

Step3.  Split xi out as a new cluster Ci+N, and then compute d(y, Ci) and d(y, Ci+N), 

for  y Ci . If d(y, Ci) > d(y, Ci+N), then split y out of Ci  and merge it into Ci+N. 

Step4.  Repeat to Step 2 until all of the clusters are not change anymore. 

 

The advantages and disadvantages of the hierarchical algorithm are concluded as below. 

 

IV.  MEAN SHIFT SEGMENTATION 

 

The mean shift based segmentation technique was introduced in and has become widely-used in the vision community. 

It is one of many techniques under the heading of “feature space analysis”. The mean shift technique is comprised of 

two basic steps: a mean shift filtering of the original image data (in feature space), and a subsequent clustering of the 

filtered data points. Below we will briefly describe each of these steps and then discuss some of the strengths and 

weaknesses of this method[8]. 

 

4.1 Filtering 

The filtering step of the mean shift segmentation algorithm consists of analyzing the probability density function 

underlying the image data in feature space. Consider the feature space consisting of the original image data represented 

as the (x, y) location of each pixel, plus its colour in L*u*v* space (L_, u_, v_). The modes of the pdf underlying the 

data in this space will correspond to the locations with highest data density. In terms of a segmentation, it is intuitive 

that the data points close to these high density points (modes) should be clustered together. Note that these modes are 

also far less sensitive to outliers than the means of, say, a mixture of Gaussians would be[9]-[11]. 

 

The mean shift filtering step consists of finding the modes of the underlying pdf and associating with them any points 

in their basin of attraction. Unlike earlier techniques, the mean shift is a non-parametric technique and hence we will 

need to estimate the gradient of the pdf, f(x), in an iterative manner using kernel density estimation to find the modes. 

For a data point x in feature space, the density gradient is estimated as being proportional to the mean shift vector: 

 

 

 
For every data point (pixel in the original image) x we can iteratively compute the gradient estimate in Eqn. 2 and move 

x in that direction, until the gradient is below a threshold. Thus we have found the points where crf(x0) = 0, the modes 
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of the density estimate. We can then replace the point x with x0, the mode with which it is associated. Finding the 

mode associated with each data point helps to smooth the image while preserving discontinuities. Intuitively, if two 

points xi and xj are far from each other in feature space, then xi 62 Sxj,hs,hr and hence xj doesn‟t contribute to the 

mean shift vector gradient estimate and the trajectory of xi will move it away from xj . Hence, 

 

 
 

pixels on either side of a strong discontinuity will not attract each other. However, filtering alone does not provide a 

segmentation as the modes found are noisy. This “noise” stems from two sources. First, the mode estimation is an 

iterative process, hence it only converges to within the threshold provided (and with some numerical error). Second, 

consider an area in feature space larger than Sxj,hs,hr and where the colour features are uniform or have a gradient of 1. 

Since the pixel coordinates are uniform by design, the mean shift vector will be 0 in this region, and the data points will 

not move and hence not converge to a single mode. Intuitively, however, we would like all of these datapoints to 

belong to the same cluster in the final segmentation. For these reasons, mean shift filtering is only a preprocessing step, 

and a second step is required in the segmentation process: clustering of the filtered data points {x0}. 

 

Clustering 

After mean shift filtering, each data point in the feature space has been replaced by its corresponding mode. As 

described above, some points may have collapsed to the same mode, but many have not despite the fact that they may 

be less than one kernel radius apart. In the original mean shift segmentation paper [1], clustering is described as a 

simple post-processing step in which any modes that are less than one kernel radius apart are grouped together and their 

basins of attraction are merged. This suggests using single linkage clustering, which effectively converts the filtered 

points into a segmentation. 

 

The only other paper using mean shift segmentation that speaks directly to the 

clustering is [2]. In this approach, a region adjacency graph (RAG) is created to hierarchically cluster the modes. Also, 

edge information from an edge detector is combined with the colour information to better guide the clustering. This is 

the method used in the publicly available EDISON system, also described in [2]. The EDISON system is the 

implementation we use here as our mean shift segmentation system[12]. 

 

Discussion 

Mean shift filtering using either single linkage clustering or edge-directed clustering produces segmentations that 

correspond well to human perception. However, as we discuss in the experiments section, this algorithm is quite 

sensitive to its parameters. The mean shift filtering stage has two parameters corresponding to the bandwidths (radii of 

the kernel) for the spatial (hs) and colour (hr) features. Slight variations in hr can cause large changes in the granularity 

of the segmentation, as shown in Fig. 1. By adjusting the colour bandwidth we can produce over-segmentations as in 

Fig. 1b which show every minute detail, to reasonably intuitive segmentations as in Fig. 1f which delineate objects or 

large patches, to under-segmentations as in Fig. 1g which 

obscure the important elements completely. This issue is a major stumbling block with respect to using mean shift 

segmentation as a reliable preprocessing step for other algorithms, such as object recognition. For an object recognition 

system to actually use a segmentation algorithm, it requires that the segmentations produced be fairly stable under 
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parameter changes and that the same parameters produce stable results for different images, thus easing the burden of 

parameter tuning. In an attempt to improve 

stability, we consider a second algorithm. 

 

Efficient Graph-based segmentation 
 

Efficient graph-based image segmentation, introduced in [ 4], is another method of per-forming clustering in feature 

space. This method works directly on the data points in feature space, without first performing a filtering step, and uses 

a variation on single linkage clustering. The key to the success of this method is adaptive thresholding. To perform 

traditional single linkage clustering, a minimum spanning tree of the data points is first generated (using Kruskal‟s 

algorithm), from which any edges with length greater than a given hard threshold are removed. The connected 

components become the clusters in the segmentation. The method in [4] eliminates the need for a hard threshold, 

instead replacing it with a data-dependent term. 

 

 
 

 
We can make the algorithm more efficient by considering only the 100 shortest edges from any vertex instead of the 

fully connected graph. This does not result in any perceptible quality loss. In contrast to single linkage clustering which 

uses a constant K to set the threshold on edge length for merging two components in Eqn. 3, efficient graph-based 

segmentation uses a variable threshold. This threshold effectively allows two components to be merged if the minimum 

edge connecting them does not have length greater than the maximum edge in either of the components‟ minimum 

spanning trees, plus a term = k|Ct−1xi |. As defined here, _ is dependent on a constant k and the size of the 

component[13].  

 

V.HYBRID SEGMENTATION ALGORITHM 

 

An obvious question emerges when describing the mean shift based segmentation method [1] and the efficient graph 

based clustering method [4]: can we combine the two methods to give better results than either method alone? More 

specifically, can we combine the two methods to create more stable segmentations that are less sensitive to parameter 
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changes and for which the same parameters give reasonable segmentations across multiple images? In an attempt to 

answer these questions, the third algorithm we consider is a combination of the previous two algorithms: first we apply 

mean shift filtering, and then we use efficient graph-based clustering to give the final segmentation. 

 

The result of applying this algorithm with different parameters can be seen in Fig.3. Notice that for hr = 15 the quality 

of the segmentation is high. Also notice that the rate of granularity change is slower than either of the previous two 

algorithms, even 

 

 
 

 

VI.COMPARISONS 

 

Now that we have described the algorithms we wish to compare, and a measure for comparison, we can finally describe 

the specific comparisons we wish to perform. We believe that there are two key factors which allow for the use of a 

segmentation algorithm in a larger object detection system: correctness and stability. 

Correctness is the obvious ability that we desire from any algorithm, the ability to 

produce results that are consistent with ground truth. Thus correctness is measured by the size of the NPR index. It has 

been often argued that the correctness of a segmentation is irrelevant, with the only relevant fact being whether or not 

the segmentation improves the recognition system. If the recognition system to be used is known, then it may be 

appropriate to measure the performance of the segmentation algorithm in conjunction with the rest of the system. 

However, there is value in weeding out potential segmentation algorithms which may give non-sensical results, and this 

can be done separately from the rest of the system. Also, it is often the case that it is not known beforehand which 

recognition algorithm will be best suited to a given problem, hence it is useful to have a generally well-behaved 

segmentation algorithm to use with multiple recognition algorithms. In addition, when evaluating a system with 

multiple components, it is often important to know which component specifically is causing a certain behavior. Thus, 

we present here a comparison of the correctness of the segmentation algorithms apart from any recognition system. 

Perhaps a more important indication of a segmentation algorithm‟s usefulness is its stability. If an algorithm gives 

reasonably correct segmentations on average, but 

is wildly unpredictable on any given image or with any given parameter set, it will be useless as a preprocessing step. 

We would like a preprocessing step to produce consistently correct segmentations of similar granularity so that any 

system built on top of it can predict its outcome. We require segmentations with low bias and low variance. There are 

two basic types of stability, stability with respect to parameters and stability across images. Stability with respect to 

parameters refers to achieving consistent results on the same image given different parameter inputs to the algorithm. In 

other words, we would like the algorithm to have low variability with respect to its parameters. Stability across images 

refers to achieving consistent results on different images given the same set of parameters. If a segmentation algorithm 

can be shown to be both correct and stable, then it will be a useful preprocessing step for many systems. 
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VII.EXPERIMENTS 

 

The following plots explore each of the issues raised in the previous section. Note that the axes for each kind of plot 

have been kept constant so plots may be compared easily. In each experiment, the label „EDISON‟ refers to the 

publicly available EDISON system for mean shift segmentation [2], the label „FH‟ refers to  

 

 

 

 
 

 

the efficient graph-based segmentation method by Felzenszwalb and Huttenlocher [4], and the label „MS+FH‟ refers to 

our hybrid algorithm of mean shift filtering followed by efficient graph-based segmentation. All of the experiments 

were performed on the publicly available Berkeley image segmentation database [5], which contains 300 images of 

natural scenes with approximately five to seven hand segmentations of each image as ground truth. Examples of the 

images are shown in Fig. 6. In all of the following plots we have fixed the spatial bandwidth hs = 7, since it seems to be 

the least sensitive parameter and removing it makes the comparison more approachable. Also, although the FH 

algorithm as defined previously only had one parameter, k, we need to add two more. The FH algorithm requires the 

computation of the distances between points in feature space. Since our feature space consists of {x, y,L_, u_, v_}, we 

need to put all of the dimensions into the same scale. Hence we will divide each dimension by the corresponding {hs, 

hr} as in the EDISON system. 

So each algorithm was run with a parameter combination from the sets: hs = 7, hr = {3, 7, 11, 15, 19, 23}, and k = {5, 

25, 50, 75, 100, 125}. 

 

VIII.CONCLUSION 

 

In this paper we have proposed a framework for comparing image segmentation algorithms, and performed one such 

comparison. Our framework consists of comparing the performance of segmentation algorithms based on three 

important characteristics: correctness, stability with respect to parameter choice, and stability with respect to image 

choice. If an algorithm performs well with respect to all of these characteristics, it has the potential to be useful as part 

of a larger vision system. The measure used within our framework is the Normalized Probabilistic Rand index , which 

facilitates principled comparisons between segmentations of the same or different images, and generated with multiple 

algorithms and parameters. The NPR index does not place any restrictions on the number or distribution of regions in 

competing segmentations, and it generates scores which are easily interpretable, making it ideal for this task. 
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