
 
  
         

        ISSN: 2319-8753                                                                                                                         
                                                                                                               

International Journal of Innovative Research in Science, 
Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 9, September 2014 
 

                    DOI: 10.15680/IJIRSET.2014.0309049 
Copyright to IJIRSET                                                                     www.ijirset.com                                                                       16137 

 

A Web Based Recommendation System for 
Personal Learning Environments Using 

Hybrid Collaborative Filtering Approach 
 

Dr.K.Anandakumar1, K.Rathipriya2, Dr.A.Bharathi3 

Associate Professor (SL.G), Department of Computer Applications, Bannariamman Institute of Technology, 

Sathyamangalam, India1. 

Assistant Professor, Department of Information Technology, Avinashilingam Institute for Home Science and Higher 

Education for Women, Coimbatore, India2. 

Professor, Department of Information Technology, Bannariamman Institute of Technology, Sathyamangalam, India3. 

 
ABSTRACT: The large growth of Web has influenced the generation of huge e-learning resources. This work is 
focused to devise a personal recommendation system that will address the sparsity and cold-start problems and that will 
provide a have a more diverse recommendation list for each learner. Here Improved Neighborhood- based 
Collaborative filtering and Hybrid Genetic algorithm with Particle Swarm Optimization (PSO) method is implemented. 
These techniques are employed for improving the diversity, and the convergence towards the preferred solution taking 
into account the preferences of users. The results obtained from the experiments show that the proposed method 
outperforms current algorithms in terms of accuracy measures and can alleviate cold-start and sparsity problems and 
generate a more diverse recommendation list as well. 
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I. INTRODUCTION 
 
  In the education field , the learning behaviour of a learner is a criteria of greater  importance  since it greatly affects 
the learning process[1].Also, the process of learning is based on the teaching behaviour as well; if the teacher uses the 
same set of methods for teaching then the learner will not succeed [2]. Several learning processes are available; one of 
the learning process is based on mobile learning. Mobile learning process marked by flexibility, customization and 
collaboration [3 and 4]. 
 
  One of the most important method is personalized recommendation and it is prosed by [5, 6], these methods 
implement the knowledge discovery methods for learners such as data mining and machine learning. These methods 
are used to discover the interests of users based on their activities and these activities are used to make the 
recommendation [7, 8].  
 
  Some of the example for e-learning sources for personalized recommendation is book recommendation in 
Amazon.com [9], movie recommendation in Netflix.com [10] and video recommendation in Tivo.com [11].Nowadays, 
there is a rapid development in web based education system. With the rapid development of online learning system, 
large numbers of e-learning sources are generated [12]. 
 
  Some of the general procedures for personalized recommendation system consist of three steps; these steps are used to 
solve the problem in this system and are proposed in [13]. These steps are (i) record the user behaviour and generate a 
template for the behaviour (ii) Behaviour template should be maintained (iii) Generate recommendation information to 
users based on their behaviour template. 
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  A Recommender system is to provide a personalized recommendation on the utility of a set of objects belonging to a 
given domain, starting from the information available about users and objects [22]. 
 
  The given terms are used to define the recommendation problemC × I → R, in this expression C denotes the set of 
users of the system. I denote the recommender system and R denotes the totally ordered system [23] 
 
  The paper is organized in this way: Section 2 introduces some background study about recommender systems; Section 
3 describes the proposed methodology; Section 4 gives the result of the recommender system. Section 5 gives the 
conclusion of the research work. 
 

II. RELATED WORK 
 

 A Rule based recommendation system creates user behaviour rules through user history by association rule mining 
technology [14]. It is one of the simple recommendation system but it is  hard to control the quality and quantity of the 
rules [15]. A Content-based recommendation is generated depending on the similarity differences between the content 
of resources and the preferences of the users [16]. 
 
 Another approach for recommendation system is collaborative filtering studied in [17] and it is one of the most 
dominant methods. This system is not dependent on the content of the resources and the user’s new interests. The two 
types of collaborative filtering are memory based and model based algorithm [18].  
 
 There are three ways to find out the student interaction and assessments to improve the learning [19]. The three steps 
are monitoring tools, metacognitive tools and guide systems. Monitoring tools are used to show or monitor the 
behaviour of the student to the student and the teacher based on their approach [20]. Metacognitive tools analyse the 
student behaviour based on desired outcome [21]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1 Flow diagram of the Proposed methodology 
 

The above figure (Fig. 1) represents the steps of the proposed methodology. Initially log data from User websites are 
given as input. Then Improved Neighbourhood based Collaborative Filtering Algorithm is used to classify similar users. 
After which Hybrid GA with PSO is used optimize the search process after which user preferences indicating final 
recommendations are generated. 
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III. PROPOSED METHODOLOGY 
 

A. Improved Neighborhood-based Collaborative Filtering 
The most important approach to Collaborative filtering is the neighborhood-based approach. It is very popular and easy 
to implement. But however it has some drawbacks that are similarity function and the problem in previous 
neighborhood-based methods is that they do not account for interactions among neighbors. To overcome this limitation, 
improved Neighborhood-based collaborative filtering is used, the aim of which is to improvise the previous methods in 
order to remove the global effects. 
 
This strategy is to estimate one “effect" at a time, in sequence. At each step, we use residuals from the previous step as 
the dependent variable for the current step. Consequently, after the first step, the ݎ௨௜ refer to residuals, rather than raw 
ratings. 
 
For each of the effects mentioned above, our goal is to estimate either one parameter for each item or one parameter for 
each user. For the rest of this subsection, we describe our methods for estimating user specific parameters; the method 
for items is perfectly analogous. 
 
Denoted by ݔ௨௜ the explanatory variable of interest corresponding to user u and item i. For user main effects, the ݔ௨௜′ݏ 
are identically 1. For other global effects, we center ݔ௨௜ for each user by subtracting the mean of ݔ௨௜ for that user. In 
each case, model is described as: 

௨௜ݎ = ௨௜ݔ௨ߠ +  ݎ݋ݎݎ݁
 
With sufficient ratings for user u, we might use the unbiased estimator: 

෠௨ߠ =
∑௜ݎ௨௜ݔ௨௜
∑௜ݔ௨௜ଶ

 

Where each summation is over, all items rated by u. However, for sparse data, some values of ߠ෠௨ may be based on very 
few observations, thereby resulting in unreliable estimates. 
 
To avoid overfitting, we shrink individual values of ߠ෠௨towards a common value. Shrinkage can be motivated from a 
Bayesian perspective. Suppose that the true ߠ෠௨ are independent random variables drawn from a normal distribution 

,ߤ)ܰ~෠௨ߠ ߬ଶ) 
For known ߤ ܽ݊݀ ߬ଶ while 

 (௨ଶߪ,௨ߠ)ܰ~௨ߠ෠௨หߠ
For known  ߪ௨ଶ. Then, the best estimator for ߠ௨ is its posterior mean: 

෠௨൯ߠ௨หߠ൫ܧ =
߬ଶߠ෠௨ + ߤ௨ଶߪ
߬ଶ + ௨ଶߪ

 

a linear combination of the empirical estimator ߠ෠௨ and the common mean μ. The parameter ߪ௨ଶ can be estimated from 
the formula for the variance of a weighted mean, while μ can be estimated by the mean of the ߠ෠௨’s (optionally weighted 
by nu). Empirical Bayes suggests that the maximum likelihood estimate of ߬ଶ can be found as the solution to: 

߬ଶ =
∑௨ ቂ൫ߠ෠௨ − ൯ߤ

ଶ
− ௨ଶቃߪ (߬ଶ + ௨ଶ)ଶൗߪ

∑௨(߬ଶ + ௨ଶ)ିଶߪ  

Slightly simpler estimator for ߠ௨ by assuming μ = 0 and ߪ௨ଶ 
is proportional to 1 ݊௨⁄ , which yields 

݊௨ߠ෠௨
݊௨ +  ߙ

In the above equation ݊௨ is the number of ratings by user u and ߙ is a constant. 
 
B. Hybrid GA with PSO 
Many machine learning approaches have been applied by learning module developers, including inductive logic 
programming, decision tree, deductive reasoning, fuzzy logic, neural networks, and Genetic Algorithm. 
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The optimization problem is a difficult task to be carried out due to the huge search space. To overcome this setback, 
genetic algorithm is introduced to obtain the global optimum of a function. Genetic algorithm performs the 
optimization in four stages that are initialization, selection, crossover, and mutation [24]. 
 
The genetic algorithm starts with the initial solutions that are selected from a set of configurations in the search space 
called population using randomly generated solutions. By using a user fitness function, an intial solution of the each 
user can be examined. The second stage is the selection stage that which has the high score in the fitness is to be 
selected and reproduced by itself. The third stage is the crossover stage to produce the two chromosomes called as 
children produced from the couple of chromosomes called as parents. Crossover stage operates by swapping 
corresponding segments of a string representation of these parent and children. The final stage is the mutation stage 
which operates on a single chromosome. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
Particle Swarm Optimization (PSO) has a wide range of applications in many areas and it is one of the population 
based stochastic optimization techniques [25]. PSO is used to search the particles for optimal solution. Foe every 
iteration, update the two “best” values of each particle. pbest is the first best value; it represents the position vector of 
the best solution and it is achieved by this particle. The second best value is gbest which is the global best position and 

g ← 0 
for i − 1 to M do 

Fଵ ← f(x୧) 

Pop ←  {xଵ, xଶ, … , x୑} 
F ← {Fଵ, Fଶ, … , F୑} 

ࡲ ← ,૛ࡲ,૚ࡲ} …  {ࡹࡲ,
ࢍ ← +ࢍ ૚ 

Pseudo code of the proposed hybrid algorithm 
Step 1: Initialization 

Initialize individuals x୧ to random values 

                               end for 

{Main Loop} 
While (not terminate condition) 
      {Genetic Operators} 
    Pop: Selection process 
       Initialize parameters; 
Initialize swarm; 
Evaluate the Performance of particles; 
Do { 
Find the personal best; 
Find the global best; 
Update the velocity; 
Update the position; 
Evaluate the Performance of particles; 
} While (Termination criterion not satisfied); 
࢖࢕ࡼ    ←  (ࢉ࢖,࢖࢕ࡼ)࢘ࢋ࢜࢕࢙࢙࢕࢘࡯
࢖࢕ࡼ     ←  (࢓࢖,࢖࢕ࡼ)࢔࢕࢏࢚ࢇ࢚࢛ࡹ
{Evaluation Loop} 
    for i=1 to M do 
࢏ࡲ          ←   (࢏࢞)ࢌ
   end for 

end while 
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it identifies the best position found by the entire swarm until the iteration t. The particles update the velocity and 
position after finding these two best values and it is given by the equation below 

௜ௗ௧⃗ାଵݒ = ௜ௗ௧⃗ݒݓ + ܿଵ × ଵ݀݊ܽݎ × ቀݐݏܾ݁݌௜ௗ௧⃗ − ௜ௗቁ⃗݌ + ܿଶ × ଶ݀݊ܽݎ × ቀܾ݃݁ݐݏ௚ௗ௧⃗ −  ௜ௗቁ⃗݌

௜ௗ௧⃗ାଵ݌ = ௜ௗ௧⃗݌ + ௜ௗ௧⃗ݒ  
 
In the above two equations, the velocity of the id particle is denoted by ݒ௜ௗ௧⃗  at tth iteration, current solution of the idth 
particle is given by݌௜ௗ௧⃗ ଶ݀݊ܽݎ ݀݊ܽ ଵ݀݊ܽݎ .  are random numbers generated uniformly between 0 and 1. ܿଵ ܽ݊݀ ܿଶ 
denotes the self-confidence and swarm confidence factor 
 

IV. EXPERIMENTAL RESULTS 
 

There are various types of datasets which can be recommended for this system. Here user’s opinion is collected from 
various users by creating a synthetic dataset and is taken for the process where it is implemented in java platform. 
 
The performance of this approach is measured using Decision support accuracy metrics assume the prediction process 
as a binary operation; either items are predicted (good) or not (bad). Precision and recall are the most popular metrics in 
this category. When referring to recommender systems, recall and precision can be defined as follows: 
 

Recall =  
TP

TP + FP , 
       

Precision =
TP

TP + FN , 
 
Where, TP – True Positive, FP – False Positive and FN- False Negative. From the precision and recall the f-measure is 
calculated. 
 

FMeasure =  2.
Precision. Recall

Precison + Recall , 
 
Then the Mean Absolute Error (MAE) can be calculated by 
 

MAE =   
∑ | R୧ − P୧|୧ୀୗ
୧ୀଵ

|S|  

where P୧ is the predicted rating for resource i, R୧ is the learner given rating for resource i, and S is the total number of 
the pair ratings R୧ and R୧. 
 
To make a prediction for a target user, here considered the  number of rated items by the target user in training sets 5, 
10, and 20. Then, we calculated the corresponding MAE using different algorithms. 
 

V. TABLE 1 PERFORMANCE EVALUATION UNDER MAE 
Techniques MAE1 MAE5 MAE10 

Content 
based 2.59 2.32 2.18 

Existing[26] 2.53 2.19 2.09 
Proposed 2.49 2.15 2.05 

 
The above table(TABLE 1) shows the performance comparison of the proposed system with the previous techniques 
.The performance evaluation is  done by measuring the MAE.A decrease in the MAE value  indicates an  improved 



 
  
         

        ISSN: 2319-8753                                                                                                                         
                                                                                                               

International Journal of Innovative Research in Science, 
Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 9, September 2014 
 

                    DOI: 10.15680/IJIRSET.2014.0309049 
Copyright to IJIRSET                                                                     www.ijirset.com                                                                       16142 

 

prediction accuracy of the recommendations generated. Here the proposed technique is compared with existing and 
content based system.  
 

VI. CONCLUSION 
 
Personalization is a factor which is to be given much importance as far as E-learning Recommender systems are 
concerned. The personalized recommendation system for e-learning applications is developed here by implementing 
Improved Neighborhood- based Collaborative filtering and Hybrid Genetic algorithm with Particle swarm 
optimization. The proposed system is evaluated using MAE and F- measure. The existing and proposed methods are 
compared and the results indicate that the proposed technique generates recommendation results with improved 
accuracy by minimizing the error rate. 
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