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Abstract: One of the major problems in water resources management is the advanced knowledge of future sequences of 
rainfall or rainfall forecast. With the effect of rainfall on water resources as a foregone conclusion, more accurate prediction 
of rainfall would enable more efficient of water resources. Regions depending on agro-based economy could benefit 
tremendously from accurate rainfall predictions. This study, is therefore, particularly focused on rainfall forecasting and 
generation since a forecasting could provide better information for optimal management of a resource over a substantial 
period of time. There are several techniques of rainfall forecasting that include autoregressive (AR) and moving average 
(MA) models of different orders, ARMA, ARIMA, Thomas Feiring etc. These are also called as stochastic or time series 
models. Autoregressive integrated moving average (ARIMA) models have been found to be more useful for forecasting and 
generation of hydrological events. Therefore, in this study ARIMA models of different orders have been used for 
generation and forecasting rainfall in advance. The present study attempts to develop the ARIMA model for forecasting and 
generation of weekly rainfall. Data were collected from National Data Centre of India Meteorological Department, Pune. 
Rainfall data series of 31 years (1982 – 2012) of Rahuri region of Ahmednagar district were used for developing ARIMA 
models. The series of 30 years i.e. from 1982 to 2011 was used for the development of the models and series of 2012 was 
used for testing the validity of the models. ARIMA models of different orders were selected based on observing 
autocorrelation functions (ACF) and partial autocorrelation functions (PACF) of the historical rainfall series. The 
parameters of selected model were obtained with the help of maximum likelihood method. The diagnostic checking of the 
selected models was then performed with the help of three test (standard error of parameters, ACF and PACF of residuals 
and Akaike Information Criteria) to know the adequacy of the selected models. The ARIMA models that passed the 
adequacy test were selected for forecasting. The weekly rainfall values 2012 year were forecasted with the help of these 
selected models and compared with the actual weekly rainfall values of the year 2012 by root mean square error (RMSE). 
The ARIMA (1,1,1) (1,0,1) 52 gave the lowest value of RMSE and hence is considered as the best model for generation and 
forecasting of weekly rainfall values. 
 
Keywords: Stochastic model, ARIMA, Rainfall forecasting and Generation 
 

I. INTRODUCTION 
 
Water is limited resource and its efficient use is basic to the survival of the ever increasing population of the world. The 
basic source of water is the precipitation in the form of rainfall or snowfall and is the most critical and key variable of 
hydrological cycle. The major source of water for agriculture and human consumption is direct or stored (above ground, 
underground and or soil zone) rainfall. 
 
Rainfall is a crucial agroclimatological factor in the seasonally arid parts of the world and its knowledge is an important 
perquisite for agricultural planning [1]. India is a tropical country and its agricultural depends on monsoon rainfall. More 
than 75% of rainfall occurs during the monsoon season. However monsoon rainfall is uneven both in time and space and 
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hence pose great deal of challenges for analysis including forecasting and generation. Maharashtra state, the major portion 
of which lies in semi arid tropics lies between 15 44’ and 21 40’ N latitudes and 73 15’ and 80 33’ E longitudes. This 
state forms a major part of Indian peninsula with a geographical area about 30.75 mha; out of which cultivable area is 22.5 
mha. Summer, rainy and winter seasons are three distinct seasons in Maharashtra. The rainfall varies from 400 mm to 6000 
mm with an average precipitation of 1433 mm. The variability of rainfall in state is high and it affects the agricultural 
production and the economy of the state. Thane, Raigad, Ratnagiri and Sindhudurg districts, receive heavy rains of an 
average of 2000 mm annually. But the districts of Nasik, Pune, Ahmednagar, Dhule, Jalgaon, Satara, Sangli, Solapur and 
parts of Kolhapur get rainfall less than 500 mm.  Thus rainfall particularly concentrates to the Konkan and Sahyadrian 
Maharashtra. Central Maharashtra receives less rainfall. However, under the influence of the Bay of Bengal, eastern 
Vidarbha receives good rainfall in July, August and September [2]. 
 
As stated earlier the rainfall received during monsoon season is useful for the rainfed agriculture, while excess rainfall that 
is stored under ground or over ground is utilized for irrigating the crops during non monsoon seasons i.e. winter and 
summer. The knowledge of rainfall over future periods is thus useful for planning the rainfed agriculture and managing the 
irrigated agriculture properly. Over the last few decades, several models have been developed, attempting forecasting of 
rainfall. Though some of these models show notable accuracies in short term rainfall occurrence prediction [3, 4] while 
there are still gaps particularly when there is large temporal variations in rainfall. 
 
Medium-to-long-term rainfall forecasting at weekly, monthly, seasonal, or even annual time scales is particularly useful in 
reservoir operations, irrigation management, institutional and legal aspects of water resources management and planning 
and rainfed agriculture. Long sequences of rainfall data are also an essential component for better decision on proper 
planning and management of soil conservation projects to avoid risk of either under designing or uneconomic cost of over 
designing at particular site. Several mathematical models based on stochastic process are available such as regression 
model, time series model and probabilistic models to generate and forecast the annual rainfall- runoff values. Stochastic 
linear models are fitted to hydrological data or time series such as temperature, humidity, rainfall, evaporation etc for two 
main reasons: to enable forecasts of the data one or more time periods ahead and to enable the generation of sequences of 
synthetic data. 
 
The multiplicative seasonal autoregressive integrated moving average (ARIMA) have been used for generation and forecast 
of weekly, fortnightly and monthly values [5] for different hydrological variable in past. The ARIMA process is a powerful 
time series modeling and forecasting technique which possesses flexibility for the inclusion of many time series 
characteristic. In past ARIMA models have been used successfully to hydrological time series model [6]. Therefore, in this 
study it is proposed to investigate the suitability of ARIMA class of model for generation and forecasting of weekly 
rainfall. 
 

II. MATERIAL AND METHODS 
A. Study Area 
The Ahmednagar district is situated in Western part of the Maharashtra. The district covers an area of 17,413 sq.km. 
Administratively district is divided into fourteen taluks, Rahuri is one of them which falls between 19°23' North latitude 
and 74° 42’ East longitude. The average annual rainfall in the district is 501.8 mm. Though heavy near the Sahyadris in 
Akola & plentiful in the hilly parts of Sangamner, for Rahuri, Shevgaon and Jamkhed, the rainfall is uncertain. The area 
chosen for this study is Rahuri where in periods of draught have been reported [7]. 
 
B. Data Acquisition 
The time series data related to weekly rainfall were collected from National Data Centre of India Meteorological 
Department, Pune. Thirty one year’s rainfall data series (1982– 2012) of Rahuri region of Ahmednagar district were used 
for stochastic modeling. 
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C. Methodology 
1 Autoregressive Integrated Moving Average (ARIMA) model 
A time series involving seasonal data has relations at a specific lag ‘s’ which depends on the nature of the data, e.g. for 
monthly data s = 12 and weekly data s = 52. Such series can be successfully modeled only if the model includes the 
connections with the seasonal lag as well. Such models are known as multiplicative or seasonal ARIMA models. The 
general multiplicative seasonal ARIMA (p,d,q) (P,D,Q)s model has the following form. 

                                                                                                                             
Where, 

c = constant, 
B = a backshift operator, 
d = order of non seasonal difference operator, 
D = order of the seasonal difference operator, 
P = order of non seasonal AR operator, 
p = order of seasonal AR operator, 
q = order of non seasonal MA operator, 
Q = order of seasonal MA operator, 
s = seasonal length or lag (equal to 52 for week value or 12 for month values or 24 for fortnight values in year), 
t = discrete time step equal to one month or one fortnight, 
= non seasonal AR parameter, 
= seasonal AR parameter, 
= non seasonal MA parameter, 
= seasonal MA parameter. 

 
 

 
 

 
2. Modelling process 
Seasonal autoregressive integrated moving average are useful for modeling seasonal time series in which mean and other 
statistical properties for given season are not stationary across the year. The basic ARIMA model is described as a straight 
forward extension of the non-seasonal ARIMA models. The following modeling process [5, 9] has been used for 
developing the ARIMA models for weekly rainfall event. 
 
Standardization and normalization of time series variables: The first step in time series modelling is to standardize and 
transform the time series. This process is required to ensure normalcy of data sequence and residuals. Many procedures are 
available in the literature for this purpose. In general the standardization is performed by normalizing the series as follows: 
 

                                                                                                                   (1) 
Where, 
Yi,t = stationary stochastic component in the mean and variance, 
Xi,t = weekly rainfall in the week t of year i, 
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= weekly mean rainfall, 
t = weekly standard deviation. 
 
Model identification: An important step in modeling is identification of tentative model type to be fitted to the data set. In 
present study the procedure stated by [8] was adopted for identifying the possible ARIMA models. A time series with 
seasonal variation may be considered stationary. One of the basic conditions for applying the ARIMA model on a particular 
time series is its stationary. A time series with seasonal variation may be considered stationary if the theoretical 
autocorrelation function and theoretical partial autocorrelation function  are zero after a lag k = 2s + 2 
(where,‘s’ is the seasonal periods, in this study, for weekly s = 52). The estimate of theoretical autocorrelation function (em) 
i.e. rm is obtained by equation (2). The autocorrelation functions vary between -1 and +1, with values near 1 indicating 
stronger correlation. 

                                                                                                                            (2) 
 
Where,  
n = the number of observations, 
x = is the average of the observations, 
rm = autocorrelation function at lag m. 
 
The estimate of partial autocorrelation function (ekk) i.e mm is obtained by the equation (3). The partial autocorrelation 
functions vary between -1 and +1, with values near  indicating stronger correlation. The partial autocorrelation function 
(PACF) removes the effect of shorter lag autocorrelation from the correlation estimate at longer lags. 

                                                                                                                                          (3) 
Where, 
mm= Partial autocorrelation function at lag m. 

It is considered that and  equal zero if  

                                                                                                                               (4) 

                                                                                                                                (5) 
Where, 

 = Sample autocorrelation at lag k, 
kkr  Sample partial autocorrelation at lag k, 

T    = Number of observations 
 
If the sample autocorrelation function (ACF) of analyzed series does not meet the above condition, the time series needs to 
be transformed into a stationary one using different differencing schemes. For example, (d = 0, D = 1, s = 52) according to 
the expression given by equation (6). 
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                                                                                                                  (6) 
Where 
 yt  -is stationary, 
 d - order of non seasonal differencing operator,  
D - order of seasonal differencing operator,   
B - back shift operator, 
 s - seasonal length, 
 t - discrete time, 
Xt -rainfall series, 
k - lag at period, 
 xt - stationary series formed by differencing series. 
 
The time series will be stationary if the ACF and PACF cut off at lags less than k=2s + 2 seasonal periods. Thus it is 
necessary to test the stationary of the transformed time series obtained by differencing the original times series according to 
different orders of differencing (non seasonal and seasonal). The differenced series that pass the stationary series needs to 
be considered for further analysis. The following guidelines were used for selecting the orders of AR and MA terms [6] 

 If the autocorrelation function cuts off, fit ARIMA(0,d,q) x (0, 1,Q)52 model to the data, where q is the lag after 
which the autocorrelation function first cuts off, and Q is the lag after which seasonal ACF cuts off. 

 If the autocorrelation function cuts off, fit ARIMA (p,d,0) x (P,1,0)52 model to the data, where p is the lag after 
which the partial autocorrelation function first cuts off, and P is the lag after which seasonal PACF cuts off. 

 If neither the autocorrelation or partial autocorrelation functions cut off, fit the ARIMA (p,d,q) x (P,1,Q)52 model 
for a grid of values of p, P,  and q, Q. 

Thus, on the basis of information obtained from the ACF and PACF, several forms of the ARIMA model need to be 
identified tentatively. 
 
Parameter estimation: After identifying model the parameters of selected model are estimated by the statistical analysis of 
data series. The most popular approach of parameter estimation is the method of maximum likelihood. Hence in this study, 
the maximum likelihood method was used for the estimation of parameters. 
 
Diagnostic checking: Once a model has been selected and parameters calculated, the adequacy of the model has to be 
checked. This process is called diagnostic checking. There are number of diagnostic checking methods to test the suitability 
of the estimated model. These include Box-Pierce method, Portmanteau lack-of-fit test, t-statistics, standard error of the 
model parameters, observing ACF and PACF of the residuals, Akaike Information Criteria (AIC) and Bayes Information 
Criteria (BIC). However in this study following three tests will be used for the diagnostic checking of rainfall data series. 
Examination of standard error: A high standard error in comparison with the parameter values points out a higher 
uncertainty in parameter estimation which questions the stability of the model. The model is adequate if it meets the 
following condition. 
t=cv/se>2                                                                                                                                                                      (7) 
Where,  
cv= parameter value and se = standard error. 
ACF and PACF of residuals: If the model is adequate at describing behavior of rainfall time series, the residuals of model 
should not be correlated i.e. all ACF and PACF should lie within the following equation  
lag k = 2s + 2 
Where, 
s = number of periods. 

      tt
Dsd

t XBxBBy 12111 



   ISSN (Online) : 2319 – 8753 
    ISSN (Print)    : 2347 - 6710 

 

International Journal of Innovative Research in Science, Engineering and Technology 

An ISO 3297: 2007 Certified Organization             Volume 3, Special Issue 4, April 2014 

Two days National Conference – VISHWATECH 2014 

On 21st & 22nd February, Organized by 
Department of CIVIL, CE, ETC, MECHNICAL, MECHNICAL SAND, IT Engg. Of Vishwabharati Academy’s College of engineering, 

Ahmednagar, Maharastra, India 

Copyright to IJIRSET                                www.ijirset.com                                  190 

Akaike Information Criteria (AIC): AIC is computed by equation (8). The lower values of AIC are desirable. 

                                                                                                                                         (8) 
Where, 
AIC = Akaike information criteria,  
k = Number of model parameters,  
vr = Residual variance, 
T = Total number of observations. 
 
3. Selection of the model 
Root mean square error (RMSE) is used for selecting the appropriate ARIMA model amongst all the models that pass the 
adequacy test or diagnostic checking.  In present study RMSE show how close the actual values are of rainfall with 
predicted values of rainfall. Lower the values of RMSE, better is the model. RMSE is estimate by equation (9). 

RMSE = ඩ
1
n
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                                                                                                                                                    (9) 

Where, 
RMSE = Root mean square error,  
n = Total number of observations used for computing RMSE,  
Pi and Oi are the predicted and observed values, respectively. 
 

III. RESULT AND DISCUSSION 
 

To know the appropriateness of stochastic modeling of rainfall the time series were divided into the six different groups as 
below. 

1) 1982-1986  2) 1987-1991 3) 1992-1996 4) 1997-2002 5) 2002-2006 6) 2007-2012 
 
 
The statistical properties such as mean, standard deviation, skewness and kurtosis were estimated for each week of these 
groups. The average of weekly mean, standard deviation, skewness and kurtosis for each group were plotted and shown in 
fig.1. It is observed from the figure that there is no specific pattern of changes in the weekly statistical properties over 
different groups. Therefore, the stochastic modeling of rainfall time series was considered as the adequate. 
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Figure 1. The weekly mean standard deviation, skewness and kurtosis of rainfall of different groups of Rahuri 
station 
1. Identification of model 
The ACF and PACF of weekly rainfall time series were estimated for different lags. These are shown with upper and lower 
limits in Fig.2. It is seen from Fig.2 that ACF lies outside limits after lag k = 2s + 2 i.e. 106. Thus, ARIMA model cannot 
be applied the original time series of rainfall. Therefore the time series were transformed by using differencing schemes d= 
1, D= 0; d=1, D=1; d=0, D=1 and d=0, D= 0. The ACF and PACF along with upper and lower limits were estimated by 
equation (4) and (5). It was observed that ACF of d = 1, D = 0 and d = 1, D = 1 lie within the limits of range specified by 
equation (4) and (5) after lag 106. Hence, these differencing schemes were used for developing ARIMA model for weekly 
rainfall time series. 
 
On the basis of information obtained from ACF and PACF the orders of autoregressive (AR) and moving average (MA) 
terms were identified as one. Based on this several forms of ARIMA models were identified and parameters computed. 
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Fig.2. Rainfall time series, autocorrelation and partial autocorrelation patterns of original rainfall series (d=0, D=0) 
 
2. Determination of parameters and diagnostic checking 
Following parameters of the selected models were calculated by maximum likelihood method. 

(1) 1   (2) 1   (3) Φ1    (4) Θ1    (5). C 
Out of the 36 possibilities the ARIMA models that satisfied the test for all parameters i.e. Standard error, t values and AIC 
values are given in Table I. 
 
Residual of ACF and PACF  
For model to be consider by adequate at all behavior of time series the residuals of model should be correlated, i.e. all ACF 
and PACF should lie within the limits calculated by equation (4) and (5) after lag k = 2s + 2, where, s = number of period 
such as s = 52 or s= 12 for this case s = 52 and the value of k = 106 computed. ACF and PACF residual series plot of 
several models are laid within the prescribed limits. 
 
3 Selection of the best model 
The eleven models with less AIC that satisfy standard error and ACF and PACF of residuals criteria were finally used for 
(Table II) generation of weekly rainfall values. For this purpose rainfall values were forecasted for one year with help of 
identified ARIMA models. These values were compared with actual values for one year by calculating the root means 
square error (RMSE) between them. 
Based on RMSE values, ARIMA (1,1,1 ) (1,0,1 )52 model was selected for forecasting and generation of rainfall. the ACF 
and PACF of this model are shown in fig.3 and also the parameters of selected model are given in table III.  
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4. Comparison of forecast and actual values 
The ARIMA model that were finalized to forecast the values of rainfall for Rahuri region are presented in fig. 4. These 
values were developed using the rainfall data from 1982 to 2011. The rainfall values were forecasted with help of best 
model and weekly rainfall values were calculated with help of weekly rainfall series. Forecasted values were compared 
with actual values of rainfall 2012. 
 

IV. CONCLUSION 
The study indicates that the seasonal ARIMA model is available tool for forecasting the rainfall for Rahuri region of 
Ahmednagar district (M.S.). The system reveal that if sufficient length of data is used in model building then the frequent 
updating of model may not be necessary. This forecasted rainfall can be advantages management of reservoir also useful for 
irrigation system. ARIMA (1, 1, 1,) (1, 0, 1,)52 gave lower RMSE value (i.e. 3.11) hence, it is best stochastic model for 
generation and forecasting weekly rainfall values for Rahuri station. It is concluded that seasonal ARIMA model can be 
successfully used for forecasting. 
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TABLE -I PARAMETER ESTIMATE, STANDARD ERROR, CORRESPONDING T VALUE AND AIC VALUES FOR ARIMA MODELS 
 

Model-010,101 Model-010,100 

Parameter   C  1 
(AR) 

1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) Parameter  C  1 

(AR) 
1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) 

Estimate   0  0  0 0.8861 0.8311 Estimate   0  0  0 0.0769  0 
S. E. 0.108  0  0 0.0758 0.0878 S. E. 0.086  0  0 0.0256  0 
t 0  0  0 11.69 9.47 t 0  0  0 3.01  0 
AIC 7976.11     AIC  7987.756      
Model-111,101 Model-011,100 

Parameter   Constant 
1 
(AR) 

1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) Parameter  C  1 

(AR) 
1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) 
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Estimate   0.00292 0.1384 0.99965 0.9912 0.9284 Estimate   0  0 0.7582 0.1618  0 
S. E. 0.00222 0.0257 0.00336 0.0112 0.0204 S. E. 0.0193  0 0.0168 0.0257  0 
t 1.32 5.39 297.49 88.88 45.51 t 0  0 45.1 6.3  0 
AIC  14619.27         AIC 7461.457     
Model-111,100 Model-011,011 

Parameter   C  1 
(AR) 

1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) Parameter  C  1 

(AR) 
1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) 

Estimate   0.00337 0.235 1 0.1347  0 Estimate   0.000256  0 0.99467 0.9435  0 
S. E. 0.00232 0.0251 0.00397 0.0256  0 S.E. 0.000649  0 0.00353 0.0163  0 
t 1.45 9.36 251.93 5.26  0 t 0.39  0 281.41 57.93  0 
AIC  14723.58     AIC  14245.93     
Model-011,010 Model-011,111 

Parameter   C  1 
(AR) 

2 
(MA) 

Φ1 
(AR) 

Θ2 
(MA) Parameter  C  1 

(AR) 
1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) 

Estimate   0  0 0.99985  0  0 Estimate   0.000265  0 0.99442 
-
0.0102 0.9401 

S.E. 0.0022  0 0.00491  0  0 S.E. 0.000668  0 0.00357 0.0294 0.0182 
t 0  0 203.74  0  0 t 0.4  0 278.68 -0.35 51.75 
 AIC 15127.11        AIC  14239.39     
Model-111,010 Model-111,011 

Parameter   C  1 
(AR) 

1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) Parameter  C  1 

(AR) 
1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) 

Estimate   -0.0004 0.1382 1  0  0 Estimate   0.000142 0.1056 0.99979  0 0.9399 
S.E. 0.00252 0.0257 0.00549  0  0 S.E. 0.000436 0.0257 0.00323  0 0.0163 
t -0.16 5.37 182.14  0  0 t 0.33 4.11 309.68  0 57.81 
 AIC  15092.59      AIC  14221.95         
Model-011,101       

Parameter   C  1 
(AR) 

1 
(MA) 

Φ1 
(AR) 

Θ1 
(MA) 

      

Estimate   0.0001  0 0.96 0.99218 0.9065       
S. E. 0.01  0 0.00852 0.00694 0.0163       
t 0.01  0 112.67 143.05 55.6       
AIC 7272.111           
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TABLE -II. THE MODELS WITH LESS AIC THAT SATISFY STANDARD ERROR AND ACF AND PACF OF RESIDUALS CRITERIA 

 
Sr. 
no.  

Selected models  RMSE 

1 Model-010,100 3.72 
2 Model-010,101 3.67 
3 Model-011,100 3.70 
4 Model-011,101 3.55 
5 Model-111,100 3.38 
6 Model-111,101 3.11 
7 Model-011,010 4.05 
8 Model-011,011 3.14 
9 Model-011,111 3.15 
10 Model-111,010 4.05 
11 Model-111,011 3.13 

 
 

TABLE-III THE PARAMETERS OF SELECTED MODEL ARIMA (1,1,1) (1,0,1)52 

 

Parameter C (constant) 1 (AR) 1 (MA) Φ1 (AR) Θ1 (MA) 
Estimate 0.00292 0.1384 0.99965 0.9912 0.9284 
S. E. 0.00222 0.0257 0.00336 0.0112 0.0204 
t 1.32 5.39 297.49 88.88 45.51 
AIC 14619.27 
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Fig.3 Autocorrelation and Partial autocorrelation function of ARIMA (1, 1, 1) (1, 0, 1)52 
 
 

 
Fig.4 Comparison of forecasting and actual values of rainfall by using ARIMA (1, 1, 1) (1, 0, 1)52 
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