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ABSTRACT: A new multi classification scheme based on Support Vector Machine called Hierarchical multi-class 

support vector machine with a new Extreme Learning Machine kernel is introduced. The Recursive Feature Elimination 

(RFE) is used for ranking the features. Wavelets Transform based features such as Statistical Values, and Approximate 

Entropy have been used for the encephalogram signal classification with the emphasis on epileptic seizure detection. 

The feature extraction and classification are performed using the publicly available benchmarked datasets. In general 

support vector provides better classification accuracy, but takes more time for classification and also there is scope for a 

new multi classification scheme. Mitigating the problem of support vectors, here ranking of the features is done and 

features with low ranks are eliminated. This will speed up the classification process. Evaluation of the performance of 

the kernels, the accuracy of other kernels is compared using the benchmarked datasets. One of the major objectives was 

to examine the Hierarchical support vector with the sensitivity and specificity of encephalogram signals classification.  
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I. INTRODUCTION 

 

Automatic seizure detection methods in the diagnosis of epilepsy were developed in the early 1970s. In recent 

years, many algorithms for the detection of seizures have been proposed and applied, such as frequency domain 

analysis, time-frequency domain analysis, artificial neural network based analysis, and machine learning based 

analysis. For non-stationary EEG signals, time-frequency analysis method, such as Discrete Wavelet Transform 

(DWT),  has been proved to be an effective analysis tool and could give quantitative evaluation of ictal EEG in 

different frequency bands. 

 

 Effective feature selection is important in order to represent all the characteristics features of the 

electroencephalogram signals. SVM classifier is used for epileptic seizure detection. 

J.Gotman et al. [1982] proposed automatic detection of epileptic seizures in the EEG by online recording of 

EEG spikes and analysis of epochs in different signals. The method is aimed at the recognition of seizures from scalp 

and intracerebral recordings. No attempt was made to detect the classic 3/sec spike-and-wave bursts.  It attempts to 

identify seizures that included, at least at sometime during their development, sustained paroxysmal rhythmic activity 

with a fundamental frequency anywhere between 3 and 20 c/sec. 

 

T. Kalayci et al. [1995] introduced the wavelet preprocessing for automated neural network detection of EEG 

spikes. Modeled after properties of natural neurons, ANNs have the basic computing units that learn and recognize 

patterns in ways similar to humans. ANNs do not need any specific rules but only examples for training. Thus, ANNs 

provide the best solution to recognize and classify the tasks for the complete rules cannot be written. 

C.J.C.Burges [1998] gave a paper consisting of the tutorial on the Support Vector Machine for pattern 

recognition. The tutorial starts with an overview of the concepts of vector dimension and structural risk minimization. 

It describes linear SVMs for separable and non-separable data, that works with a non-trivial example in detail. 

V. N. Vapnik [1999] gave an overview on the statistical learning theory on that the Support Vector Machine is 

based upon. 

http://www.ijirset.com/


    

                       ISSN(Online) : 2319 - 8753 

                                ISSN (Print)  : 2347 - 6710                                                                                                                                 

International Journal of Innovative Research in Science, 

Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Special Issue 6, May 2015 

Copyright to IJIRSET                                                                   www.ijirset.com                                                                           279 

  

M. Zavar et al. [2011] gave an evolutionary model selection in a wavelet-based support vector machine for 

automated seizure detection. In this study, an evolutionary scheme searches for optimal kernel types and parameters for 

automated seizure detection. The Lyapunov exponent, fractal dimension and wavelet entropy for possible feature 

extraction are considered. The dataset has the electrocardiographic changes in patients with partial epilepsy that two 

types cardiographic beats like partial epilepsy and normal. 

The multi class SVM is used with the hierarchical architecture using the radial basis kernel. The number of 

classes is reduced and hence the classification speed can be increases. The classification process uses the one versus 

rest strategy. 

 

II. PROBLEM FORMULATION 

 

 Encephalogram signals are non-stationary signals that clearly depict the brain simulation. Support Vector 

Machines (SVM) are used to classify the signals if they are epileptic seizures or not. SVM classification is based on the 

kernel methods when the data sets are non-linearly separable. As the number of datasets increase, the classification 

becomes more complex and hence accuracy and performance becomes a bottleneck. So, a multi class SVM is 

introduced where the datasets are divided into different classes.  

 

III. SUPPORT VECTOR MACHINE CLASSIFICATION 

 

SVM classification is based on the kernel functions. Different kernel methods have been used out of which the 

radial basis kernel function is considered as a better kernel method. SVM is based on the statistical learning theory [15].  

SVM maps the input patterns into a higher dimensional feature space through some nonlinear mapping chosen at 

beforehand. A linear decision surface is then constructed in this high-dimensional-feature space. The SVM is a binary 

classifier that can be extended by fusing several of its kind into a Multiclass classifier. 

A. Kernel 

A function that returns the value of the dot product between the images of the two arguments K(x1, x2) = f(x1), 

f(x2). Given a function K, we can verify that if it is a kernel. One can use LLMs in a feature space by simply rewriting 

it in dual representation and replacing dot products with kernels. 

 The Kernel Matrix is the central structure in kernel machine and also contains all necessary information for the 

learning algorithm. It also fuses information about the data and kernel. The kernel matrix is Symmetric Positive 

Definite. Any symmetric positive definite matrix can be regarded as a kernel matrix that is as an inner product matrix in 

some space. Every semi positive definite, symmetric function is a kernel (i.e.) there exists a mapping between the input 

(x) and the output points(y). 

A radial basis function network kernel is an artificial neural network kernel type that uses radial basis functions as 

activation functions. It is a linear combination of radial basis functions. They are used in function approximation, time 

series prediction, and control. They are considered best suited kernel function for the signal classification. Sums of 

radial basis function are typically used to approximate given functions. This process can also be interpreted as a kind of 

neural network with more simplicity. Using radial basis function in this manner yields a reasonable interpolation 

approach provided that the fitting set has been chosen such that it covers the entire range systematically, equidistant 

data points are ideal. Without a polynomial term that is orthogonal to the radial basis functions, the estimates outside 

the fitting set don not tend to perform properly. 

 

The ELM kernel is described with SVM that maps the features to higher dimensional space and then uses an 

optimal hyperplane in the mapped space. This implies that though the original features extracted have the adequate 

information for good classification, the mapping is done to a higher dimensional feature space could potentially provide 

better discriminatory clues that are not present in the original feature space. The projection from a low-dimensional 

feature space into a high-dimensional feature space is achieved by kernels. In practice, SVMs are often used jointly 

with kernels.  

They can be computed by any valid kernel. The SVMs and kernels used together open the way for using SVMs in 

a wide range of domains: there exist kernels to deal with real numbers, sequences, graphs etc. Given two data points x 

and z and an ELM with p neurons defining a mapping   from Rd to Rp, the corresponding ELM kernel function is 

defined in equation (1). 

http://www.ijirset.com/


    

                       ISSN(Online) : 2319 - 8753 

                                ISSN (Print)  : 2347 - 6710                                                                                                                                 

International Journal of Innovative Research in Science, 

Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Special Issue 6, May 2015 

Copyright to IJIRSET                                                                   www.ijirset.com                                                                           280 

  

)().(
1

),( zx
p

zxk 

          

(1) 

where,  k (x, z) = kernel function 

p = feature space dimension 

x , z = input vector values

 

 

B. Method Description 

The Multilayer Perceptron Neural Network (MLPNN) [9] is the most commonly used neural-network 

architectures since they have features such as the ability to learn and recognize, smaller training-set requirements better 

operation, and ease of implementation. One major property of these networks is their ability to find nonlinear surfaces 

separating the underlying patterns, which is generally considered as an improvement on conventional methods. The 

MLPNN is a nonparametric technique for performing a wide variety of detection and estimation tasks. 

 

The Radial Basis Function Neural Network (RBFNN) system consists of three layers namely input, hidden, 

output. The activation of a hidden neuron is determined in two steps: The first is computing the distance usually by 

using the Euclidean norm between the input vector and a centre c
i
 that represents the i

th
 hidden neuron. Second, a 

function h that is usually bell-shaped is applied, using the obtained distance to get the final activation of the hidden 

neuron. An RBFNN with one output neuron implements the input-output relation which is indeed an assemble of the 

nonlinear mapping realized by the hidden layer and the linear mapping realized by the output layer.  

In this case the Gaussian function G(x) = exp (
2

2



x
 ) is used. The parameter   is called unit width and is 

determined using the heuristic rule global first nearest neighbor. The activation of a neuron in the output layer is 

determined by a linear combination of the fixed nonlinear basis functions given by equation (2),  

F(x) = 

M

i
xii

1
)(   (2) 

where, )(xi = G (||x – ci||) and i  are the adjustable weights that link the output nodes with the appropriate hidden 

neurons. 

There are no weights on the lines from the input nodes to the hidden nodes. The input vector is fed to each m
th

 

hidden node where it is put through that nodes radial basis function. The drawbacks are: 

1. Robustness. 

2. Low accuracy level. 

3. Output will not be constant. 

 

IV. HSVM CLASSIFICATION METHODOLOGY 

 

A.PROJECT DESCRIPTION 

The classification of EEG signal that is extracted using the popular features namely min, max, mean and 

standard deviation is performed. The classification is performed using most popular classifier named Support Vector 

Machines that uses the hierarchical approach.  

The raw EEG signal is given as input to the feature extraction phase and the wavelet decomposition is 

performed and the signal is divided into five sub bands with the wavelet coefficients namely Mean, Standard Deviation 

and Variance.  

The project has been developed with the following phases: 

Phase 1: Data Preprocessing from various signals 

Phase 2: Feature Extraction and ranking from various signals 

Phase 3: Classification of extracted features 
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B. FEATURE EXTRACTION AND RANKING 

Transforming the input data into the set of features is called feature extraction. The following are the feature 

extraction techniques used in extracting the composite features of EEG signals. This technique uses wavelet 

decomposition to separate the input EEG signal into five sub bands namely Alpha, Beta, Gamma, and Theta with the 

wavelet coefficients like Mean, Standard Deviation and Variance. 

 

Wavelet Transform (WT) [2] is an effective method of time frequency representation of a signal. The attractive 

feature of WT is that it provides accurate frequency information at low frequencies and accurate time information at high 

frequencies. This property is important in bio medical applications; because most signals in this field always contain 

high frequency components with short duration and low frequency components with long time duration. 

Abnormalities in the EEG in serious psychiatric disorders are many times too subtle to be detected using 

conventional techniques, such as Fourier Transform (FT). Wavelets are specifically appropriate for analysis of non-

stationary signals. It is well suited for locating transient events that always occur during epileptic seizure.  

Wavelet feature extraction and representation properties can be used to analyze various transient in biological 

signals [12]. The WT makes use of multi resolution signal analysis technique to decompose EEG signals into a number 

of frequency bands. The wavelet analysis relies on the introduction of an appropriate basis function and the 

characterization of signal is reflected through the distribution of amplitude in the basis function.  

The features extracted from huge datasets form larger subsets. This will slow down the classification process 

and also decrease the accuracy. The Recursive Feature Elimination algorithm is used to rank the features and eliminate 

the low ranking features. RFE is also called as the Backward Propagation algorithm. RFE is an iterative process which 

consists of the following steps. 

 

1. Training of the classifier 

2. Computing the ranking criteria for the features 

3. Eliminating the low ranking features 

The weights of the features are calculated using the equation (3). 

 ω = ∑αixiyi  (3) 

 where αi = lagrange’s multiplier 

xi = input vectors 

yi = class labels 

 

The ranking criteria is found by equation (4) 

c = (ωi)
2    

(4) 

The feature with smallest ranking criteria is found using the equation (5) 

f = argmin(c)  (5) 

 

The feature with the value c = f gets eliminated. Through this RFE algorithm the huge subset of the features get 

reduced involving small classes of features. The classifier now uses the testing dataset and classification is done with the 

remaining features with the highest ranking. The dataset size gets reduced using this algorithm and therefore high 

accuracy can be achieved. The iteration process is continued till the minimum weight vector set becomes empty. 

 

C. CLASSIFICATION 

EEG Signal classification is the categorization of Signal for its most effective and efficient use. The feature 

extracted EEG signal is classified using the Multiclass Support Vector Machines classifier [5] extended from the binary 

classifier. The improved method has the advantage of less time consumption and usage of less system resources, 

increasing the efficiency of the classification process. 

In Figure 1 the steps of a new classifier named Hierarchical Support Vector Machines (HSVM) extended from 

the binary classifier for various signal classification is shown. 
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The hierarchical classification scheme performs better than the multiclass classification problem as it uses less 

system resources especially system time. The system is because complex multiclass problem is divided into several 

binary classes problem. In general n class problem is segmented as n-1 binary classes. In this case the five class 

problem is converted into four binary classes. The inter-related classes are combined to form a group. As there exists 

many inter dependencies among the classes they are combined to form groups. The binary class SVMs is trained to 

classify those groups. The trained classes are tested for their accuracy. 

 

The classification involves training and testing. In training phase the data are given to the SVM along with their 

labels [14]. The labels indicate to that class or group it belongs to. Then in testing phase the data are tested for that class 

it comes under. Since the binary classifiers are used for classification, only small amount of system resources are 

utilized.  HSVM gives higher accuracy rate and consumes less time. 

 

V. DATASET DESCRIPTION 

 

 Here we have used the dataset (digitized various signals) for both healthy and epileptic subjects made 

available online by Dr. Ralph Andrzejak of the Epilepsy Center at the University of Bonn, German 

(http://www.meb.unibonn.de/epileptologie//physik/eegdata.html). The dataset includes five subsets (denoted as A, B, 

C, D, and E) each containing 100 single-channel EEG segments of 23.6 s duration. Table 1 lists each class and its 

Table 1. Five classes of dataset 

 

Class Description 

A EEG recordings of five healthy volunteers, with eyes open 

B EEG recordings of five healthy volunteers, with eyes closed 

C Seizure-free intervals, from the hippocampal formation of the opposite hemisphere 

of the brain 

D Seizure-free intervals, from five patients in the epileptogenic zone 

E Seizure activity, selected from all the sites with ictal activity 
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description. Sets A and B have been acquired from surface EEG recordings of five healthy volunteers, with eyes open 

and closed, respectively. Signals in subsets C and D have been measured in seizure-free intervals, from five patients in 

the epileptogenic zone (D) and from the hippocampal formation of the opposite hemisphere of the brain (C). The zone 

E contains seizure activity, selected from all recording sites exhibiting ictal activity. We used the data described in, 

which is publicly available. The results are shown below for the proposed method used. 

 

VI. RESULTS AND DISCUSSION 

 

 The result obtained by using the proposed classification technique called HSVM with RFE gives higher accuracy 

when compared with other classification techniques. The comparison is made on the available benchmark datasets as in 

Table 1.The detail wavelet coefficients at the first-decomposition level of the five types of EEG signals are different 

from each other and, therefore, they can serve as useful parameters in discriminating the EEG signals.   

The combination of the min, max, mean, standard deviation features have the higher accuracy when compared to 

the individual features. Hence the combination can be taken as the feature set for training the support vector machine 

and also for classification. 

 

The Table 2 shows the classification rate of the proposed classification technique over various kernels such as 

linear, Polynomial, Radial Basis Function and Enhanced Radial Basis Function. The classification rate is taken based 

on the number of true positives which denote the number of seizures detected when compared to the classification done 

by the experts. 

 

The classification rate achieved is considered to be highest when compared to other kernel methods used.  

Table 2.Classification Rate for Various Kernels 

 

 

 

 

 

The specificity can be represented in the form of graph using the true positive and false positive rates for the 

dataset. The graph is given in figure 2. 

 

 
 

Fig 2. Specificity plot 

 

The error rate is also decreased with the decrease in the feature set. The features are ranked and the number of 

features is reduced optimizing the bias parameter for the radial basis kernel. The optimized parameter in turn reduces 

the error rate. The graph representing the error rate is given in figure 3. 

KERNEL CLASSIFICATION RATE 
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Fig 3. Plot for error rate 

 

VII. CONCLUSION 

 

The improved approach has successfully classified complete range of encephalogram data sets multi-classes 

A to E with the emphasis on epileptic seizure detection. Compared with the other classification schemes, our method is 

efficient in terms of classification accuracy and computation complexity. The hierarchical tree structure generated by 

our approach indicates the interclass relationships among different classes and dataset. The project explains an 

approach merging both the support vector machine and Extreme Learning Machine framework. Using a kernel defined 

using the first layer, experiments show that the accuracy of classifiers compares to the accuracy obtained with standard 

Radial Basis Function kernels. It appears that the only parameter of this. The results from the work will be expanded to 

include a more complete range of pathologies. Possible directions for further work include optimizing the features and 

kernel parameters using Particle Swarm Optimization and developing real time epileptic seizure detection and 

monitoring system. 

The future scope of the work is to achieve still better accuracy by developing a custom, user-defined kernel. 

Also the work will be extended to realtime implementation of a non clinical environment sensor of the given dataset. 
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