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ABSTRACT:In this paper we present a deep survey and comparative analysis on different available approaches for 
the content based video lectures retrieval. The extensive growth of Internet has provided availability of e-learning 
content and lecture videos which have brought forth an imperative need for developing effective content based 
retrieval system to speed up the process. The key factors for developing video retrieval system are Comprehensive 
metadata extraction and support for topic level search within videos. In this paper, we study different lecture video 
segmentation techniques. As there is firm needs for segmenting lecture videos into topic units in order to organize 
videos for browsing and to provide search capability. Universal metadata extraction & support for topic level 
search within videos are key factors in formulating such systems. 
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I. INTRODUCTION 
 
Distance Learning is a new concept used to provide the education to learners who are willing to learn but cannot be 
present at the lecture hall. Hence many universities provide facility to students by providing them with the 
recordings of the lectures which were conducted; in order to provide this facility it is necessary to maintain 
hundreds of lecture video recordings in a repository, and make them available to remote students over the Internet. 
This facility is completely independent of time and location. Digital video has become a popular storage and 
exchange medium due to the amazing growth in recording technology, improved video compression techniques and 
high speed networks in the last some years. Hence audio-visual recordings are more often used in e-lecturing 
systems. As a result, there has been an tremendous gain in the quantity of multimedia data on the Web. 
Hence without a search function within a video archive it is impossible for a user to find the video output.  
 
User gets frustrated with duplicate contents. Universally consented video retrieval and indexing methods are not well 
defined or available. Hence a content based video retrieval system is presented as a motivation from above challenges. 
Content Based Video Retrieval system it includes various steps like Video Segmentation, Key frame Selection, Feature 
Extraction, Classification and Clustering, Indexing and Similarity.  
 
There is an exponential increase in the amount of video data, and also it often demands a lot of time and is arduous for 
students to search through a full videos, in order to find some specific part of their interest. Considering an example 
where a user needs to find a portion where TCP protocol is discussed in a repository that has a course on Networking 
containing around 50 lectures of 60 minutes. The user needs to manually check each video tiles and then decide which 
video might contain the explanation of his interest.    
 
The problem is aggravated if the user is new with area, or the topic is very definite, as it would be difficult for the user 
to select the videos to be examined. Optical Character Recognition & Automatic Speech Recognition method, which 
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provides the content of lecture videos, will create an enormous amount of textual metadata. The search indices are 
created from different information resources, covering manual annotations, comments, OCR and ASR keywords, 
metadata, etc. for content-based video retrieval and search. 
The remainder of this paper is organized as follows. We provide an overview of various Video retrieval techniques 
with their pros and cons in Section II, and shows the comparative analysis in Section III and conclusion is then given in 
Section IV. 

II. RELATED WORK 
 

In recent years the need for content-based retrieval of image and video information from internet archives has gain the 
attention of nearly all research fellows. Research efforts have caused to the development of methods that provide access 
to image and video data. The methods are used to determine the similar things in the visual information content educed 
from low level features. These aspects are clustered for creation of database. Most of the primary work related to Content 
based video retrieval chiefly emphasis on video segmentation & summarization. To obtain efficient and effective result 
for video search, very first video has to be segmented and all text information and Meta data need to be extracted for 
indexing & tagging purpose. Techniques for searching in lecture videos. 
 
1. Existing Lecture Video Repositories: 
NPTEL [7], MIT Open Courseware [9] & freevideolectures site [8] are few of the present lecture video repositories. We 
looked into support for search & browsing features accessible in those repositories explained in table I. Some 
repositories don’t have automatic transcriptions they use manual transcriptions, subtitles for lecture videos but they are 
not providing use of them to provide search features. 

 
2. Lecture Video Retrieval: 
Munteanu et al., [1] concentrate the research on English speech recognition for Technology Entertainment and Design 
(TED) lecture videos & webcasts.  The training corpus is made manually, which is thus hard to be bettered or 
optimized periodically in this. And hence, OCR & ASR are used to get text & speech transcript respectively. 
Automatic Speech Recognition (ASR) allows speech-to-text information on audio lecture videos, which is thus well 
proper for content based lecture video retrieval is studied in [2]. Authors in [3] proposed a lecture video segmentation 
method based on Scale Invariant Feature Transform feature & the reconciling threshold. In their work, SIFT feature is 
mainly applied to measure slides with similar content. Authors in [4] presented method for lecture video indexing and 
search. First, the lecture videos are divided into representative’s key frames by using frame differencing metrics. Then 
to gather the data from the slide standard Optical character recognition engine is enforced, in which they employ some 
image transformation methods to improve the OCR result. An adaptive threshold selection algorithm is used to detect 
slide transitions between video frames. In their rating, this method attained promising results for processing one scene 
lecture video. Authors in [5] applies tagging data mechanism for lecture video retrieval and search. Recently, 
collaborative tagging has become a common & standard functionality in lecture video portals. 

 
3. Content based video Retrieval: 
The contents in the lecture videos are specially (i) Lecturer Speech: part of video that shows the instructor talking, (ii) 
Slides: Part of video that shows the current slide of the presentation, and (iii) Lecturer Notes: Part of video that point the 
board/paper on which instructor is writing. Content based approaches extract metadata from appropriate portions of the 
video and create an index that can be used for searching within the video. This techniques are difficult to automate and 
time-consuming to do manually. In multimedia-based learning systems, there is need of segmenting of lecture videos & 
forming them into topic & subtopics. Basic problem in any lecture video is to give semantic query & efficiently retrieve 
required contents form long video. Effective and efficient search capability for the students can be given if sound 
browsing facility is given. A highly accurate method for video segmentation applying SIFT & an Adaptive threshold. 
Using SIFT, can easily equate two slides, having like Contents but unlike backgrounds. And can calculate Frame 
transition quite precisely by using Adaptive threshold.[10] OCR was initially developed for high contrast data images, 
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taken from metal & other surfaces with add roughness & reflectivity. Content-based gathering within video data 
demands textual metadata that has to be given manually by the users or that has to be extracted by automated analysis.  

 
To address this, methods from common OCR focusing on high-resolution scans of printed (text) documents have to be 
amended & adapted to be also relevant for video OCR. In video OCR, video frames holding visible textual information 
have to be known first. Then, the text has to be broke from its background, & geometrical transformations have to be 
employed in front of common OCR algorithms can work the text productively. Texts in the lecture slides are closely 
related to the lecture content can thus render crucial information for the retrieval task. In the detection stage, an edge-
based multi-scale text detector is applied to rapidly localize candidate text regions with a low rejection rate. Then Stroke 
Width Transform (SWT) based verification methods are applied to take out the non-text blocks. The video text images 
are converted into a suitable format for standard OCR engines.[11] The synchronization issue is solved by a solution 
which segments lecture video by analyzing its supplementary synchronized slides. The slides content develops 
automatically from OCR (Optical Character Recognition). Then partition the slides into various subtopics by analyzing 
their logical relevance. As the slides are adjusted with the lecture video, the subtopics of the slides point the segments of 
the video. Then OCR results are the inputs for the entire process [12]. 

 
Vendrig &Worring [20] propose a system that allows character identification in movies. In order to achieve this, they 
associate visual content to names extracted from movie scripts. Denman et al [13] present the tools in a system for 
creating semantically significant summaries of broadcast Snooker footage. Their system parses the video sequence, 
identifies proper camera views, &tracks ball movements. A same approach presented by Kim et al [14] extracts   
semantic information from basketball videos based on audio-visual features. A semantic video retrieval approach using 
audio analysis is presented by Bakker and Lew [15] in which the audio can be automatically categorized into semantic 
categories such as explosions, music, speech, etc. A learning method using the AdaBoost algorithm and a k-nearest 
neighbor approach is proposed by Pickering et al [16] for video retrieval. 

 
A variety of segmentation schemes have been developed. They use rule-based methods based on input from multimedia 
streams machine learning techniques, or topic detection and tracking (TDT) methods [21]–[23]. For example, authors 
in [22] arose an automatically induced segmentation system using the Hidden Markov Model (HMM). In this, authors 
manually divided instructional videos, such as videotaped lectures or interviews, into individual clips based on their 
content. The segmentation was done at a logical level instead of a physical level by simply identifying time boundaries 
of each clip within an entire video. We did it by hand because 1) unlike a TV news video consisting of a sequence of 
reports with frequent scene changes and interruptions for commercials that are commonly used as important clues for 
automatic video  segmentation, most instructional videos have only one speaker and lack cues for segmentation, and 2) 
video segmentation is not the focus of this research. Therefore, in our study, video segmentation was a manual process. 
It normally took about 0.5–1 hours to segment a one-hour video using a software package called Final Cut Pro (Apple 
Computer, Inc.). 

 
A summary of disputes for content-based sailing of digital video is presented by Smeaton and Over [27]. The authors 
provide a drumhead of the activities in the TREC Video track in 2002 where 17 teams from across the world took part. 
A quick video retrieval method under sparse training data is proposed by Liu and Kender [28]. Observing that the 
prompting objects’ trajectories play an vital role in content-based retrieval in video databases, Authors in [29] present 
an effective same trajectory-based retrieval algorithm for moving objects in video databases. A robust content-based 
video copy identification scheme dedicated to TV broadcast is presented in [30]. The recognition of like videos is 
depending upon local features extracted at interest points. Similarly, Shao et al [31] extract local constant descriptors 
for quick picture identification based on local appearance. Video similarity detection issues are also discussed in [32]. 
Also, new methods are proposed for a wide range of retrieval problems, including object matching [33], shape-based 
retrieval [34], hierarchical clustering in multidimensional index structures [35], k-d trees for database indexing[36] and 
trademarks [37]. Authors in [38] investigates the audio-assisted video scene segmentation for semantic story browsing. 
In [39] authors proposed a novel approach for content-analysis and semantic summarization of instructional videos, 
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while Miura et al [40] studied cooking videos application. Domain-specific information is also in [41] for the retrieval 
of artworks by color art concepts. In [42] authors shows the documentary video application.  

III. COMPARATIVE ANALYSIS 
 
In the above section we have studied the lecture video retrieval mechanism thoroughly. To make the video retrieval 
process mature researchers will need to understand how to evaluate and benchmark features, methods, and systems. 
Various papers which focuses these questions are [17], [18], and [19]. While Sebe et al [19] perform an evaluation of 
different salient point extraction techniques to be used in content-based image retrieval, In [18] authors propose a 
technique for creation of a reference image set in which the similarity of each image pair is computed applying”visual 
content words” as a ground vector that allows the multidimensional content of each image to be presented with a content 
vector. The authors claim that the similarity measure computed with these content vectors correlates with the subjective 
judgment of human observers and provides a more objective method for evaluating and expressing the image content. 
Muller et al [17] compare different ways of evaluating the performance of content-based retrieval systems taking a 
subset of the Corel images. Their aim is to show how easy it is to get differing results, even when the like image group, 
CBIRS, and performance measuresare used.  Lecture video indexing without digital sources (lecture slides) has been 
already studied in [24], [25], [26]. However, there are still some remaining challenges for the research on lecture videos, 
including cross-modal and multi-modal retrieval. One of the main issues in existing systems is the lack of use of multi-
modal and cross-modal analysis (audio, video, graphics, text...). 

TABLE I.  SLECTURE VIDEO REPOSITORIES COMPARISION 

Repository Search Navigation 
Features 

NPTEL No No 
Freelecturevideos.co
m Meta-data No 

Videolectures.com Meta-data Slide 
Synchronization 

MIT Open course 
ware Content Speech-transript 

IV. CONCLUSION 
 

In this paper we studied the video retrieval techniques; all the studied techniques are having many advantages and 
disadvantages. Based on this the techniques are enforce for various application. In order to improve the performance of 
the video retrieval techniques we need to study how to combine these approaches and make them retrieve what the user 
needs in less time. Also we studied the lecture video segmentation techniques which are used to reduce the effort of the 
user of watching all video, by providing him a way to jump to his area of interested topic in the video. 
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