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ABSTRACT: This paper aims to improve the speaker recognition accuracy under noisy environments for large-scale 
data set conditions. Performance of the recognition system mainly depends on feature extraction which extracts speaker 
specific information and the design of an efficient classifier. In this work, a factor dependent dimensionality reduction 
technique is employed to reduce the dimension of pitch and pitch strength based feature vectors, known as Principle 
Factor Analysis (PFA). A Voice Activity Detection (VAD) algorithm is applied to eliminate the background noise from 
the source utterance during the feature extraction phase.  These features are useful in classification stage, where the 
identification is made on the basis of Support Vectors (SV) from the speaker database. FOLOS is the large-scale SVM 
algorithm, applied on the selected candidates that are PFA based dimensionality reduced feature vectors. The 
experimental results show that the proposed techniques give an improvement in recognition accuracy under noisy 
environments.  
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I. INTRODUCTION 
 
Since the dataset size of real-world speaker recognition systems is ever-increasing, large population speaker 
recognition systems pose challenges such as large training time, vast memory requirements and poor response time [1]. 
Though accuracy is the first consideration, robust recognition and adaptability are the significant aspects in real-world 
speaker recognition systems under large-scale dataset conditions. In previous work, good results have been achieved 
for the clean high-quality speech with matched training and test acoustic conditions. However, under mismatched 
conditions and noisy environments, often expected in real-world conditions, the performance of recognition systems 
degrades significantly, far away from the satisfactory level. Hence, robustness is a crucial research issue in speaker 
recognition systems. This motivates us to investigate new methods at various stages involved in typical speaker 
recognition systems.   
Generic recognition system comprises of mainly two phases: training (also known as enrolment) and testing 
(classification) [2]. The enrolment stage extracts the speaker-specific information from speech signal in chronological 
mode to establish speaker models. A cluster of such models thereafter establishes the speaker database for later test 
phase. An anonymous speaker model is compared with the existing models in the database and then the results are 
expedited. In fact, feature extraction transforms the raw speech signal into a compact representation which is 
comparatively more stable and discriminative than the original signal [3]. In this work, effective methods have been 
proposed and experimental investigations have been carried out for the feature extraction, dimensionality reduction and 
classification phases. 
Characteristics of speech signals are differentiated by the vocal tract, learning habits and vocal excitation of speakers. 
Physiological vocal tract based features are less prone to mimicry and more robust [4]. Therefore, vocal tract 
information related features such as Mel Frequency Cepstral Coefficients (MFCC), Linear Predictive Cepstral Coding 
(LPCC) and other non-conventional features are employed under clean and matched conditions [5]. These methods 
normally utilize linear predictive (LP) residual signals, known as temporal and frequential representations. However, 
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the performance of these systems degrades severely under mismatched conditions and noisy environments. Hence, it 
necessitates deriving new set features for the speaker recognition under such conditions. From the previous evidences, 
it has been identified that the excitation source based features are less prone to environmental noise. Since the 
excitation source characteristics such as pitch and pitch strength exhibit the physiological and behavioral aspects of the 
speaker, good accuracy and lesser computational complexity can be achieved. This work mainly focus on feature 
extraction from the excitation source by accumulating characteristics from pitch and pitch strength of speech signal. 
In speaker recognition systems, large number of features increases the required memory and processing time. Hence, 
dimensionality reduction becomes a crucial issue, which transfers a high-dimensional space into a space of fewer 
dimensions. In addition to the benefit of computational efficiency, it also improves the accuracy under mismatched 
conditions [9]. Principal factor analysis (PFA) is the most efficient and well studied projection, has been employed for 
dimensionality reduction in this work [14]. The proposers have conducted several investigations and performed the 
comparative analysis with respect to population size. Since these methods are successful in large-scale recognition 
tasks, original contributions are carried out in this work with respect to large-scale speaker recognition. 
Verification is tested by Support Vector Machine (SVM), which is a successful discriminator and very effective 
method in the field of speaker recognition [15]. Specifically, SVM is employed in the context of statistical learning and 
thereby attributed to minimize the risk functions. However, the main constraints of the SVMs are its computational 
complexity and relatively poor performance under large-scale classification. In view of this, investigations for 
optimization of large-scale SVM algorithms have been carried. Large-scale SVM algorithm namely, FOLOS [18] has 
been identified with the combinations of different dimensionality reduction techniques. These approaches are very 
efficient for large datasets in typical classification domains such as pattern and speech recognitions. 
The following section gives a brief description of Voice Activity Detection (VAD) algorithm. Section III describes the 
feature extraction from excitation source information. Section IV denotes the computation method, Principal Factor 
Analysis (PFA) dimensionality reduction technique. Section V briefly outlined FOLOS SVM training algorithm which 
is suitable to large-scale data. In section VI, the experimental results are summarized and made performance 
comparison. The last section concludes the findings and proposes the directions for future scope. 

II. VOICE ACTIVITY DETECTION 

Voice activity detectors (VAD) are used to separate the signal into non-speech segments and speech segments. Non 
speech segments are normally found from words silences, pre-utterance and post-utterance. Hence, algorithms are 
necessary to detect non-speech segments in a wide range of applications like speech recognition, speech coding, speech 
enhancement, etc. Specifically, VADs are required to adapt the changes in the noise characteristics for the estimation of 
non speech segments [10]. Since unvoiced segments are more similar to noise, it is very difficult to identify the 
unvoiced segments from speech signal. Unvoiced signals are generally lower SNR than voiced segments. 
Voice activity detection process consists of the following two stages: 
• Parameter extraction: Speaker-specific parameters are extracted from the speech signal. These extracted parameters 
have to show the discriminative variation between speech and non speech regions for the good quality detection. 
• Thresholding: A threshold is defined for the extracted parameters in order to divide the signal into speech and non-
speech segments. This particular threshold should be adaptive or fixed. 
 A VAD for noisy conditions consists of parameter extraction stage, which is robust against a wide variety of noises 
and the thresholding methods are required to adapt the changes in noisy conditions. 

2.1   Voice Detection from the entropy of magnitude spectrum 

Energy based VADs furnish good performance when the energy of the speech signal is significantly greater than the 
energy of the background noise. When the SNR is very low (smaller than 0 dB), the energy of the background noise is 
similar to that of speech segments and thereby the detection by energy criterion provides poor results. However, speech 
regions are well organized in comparison with the noise regions when the observations are made from spectrograms. 
Specifically, Shannon’s entropy is an appropriate metric to measure the signal.  
The entropy was defined by Shannon for information sources. The average length of bit code is measured per symbol 
under optimal coding, and is defined as: 
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 H(S) = −∑ ே(݅)ݏ)ܲ
௜ୀଵ  log2 (P(s(i))))   (1) 

Where, S = [s(1), .., s(i), ..., s(N)] represents a source of N symbols and the probability of emission P(s(i)) denotes for 
symbol i. If all the symbols are equi-probable (P (s(i)) = 1/N, ¥i), the entropy H(S) becomes maximal (H(S) = 
−log2( 1/N )), and becomes minimal (H(S) = 0) when the probability becomes one for at least one symbol. 
The concept of speech detection is assumed that the speech signal is well organized during speech segments than noise 
segments. The entropy in the spectral domain is measured as: 

,߱)ܻ|)ܪ ∑− = ଶ|(ݐ ܲ(|ܻ(߱, ଶΩ|(ݐ
ఠୀଵ ,߱)ܻ|)ܲ)	݃݋݈	(  ଶ                        (2)|(ݐ

Where, 	ܲ|ܻ(߱, ,߱)ܻ|) =ଶ|(ݐ /(ଶ|(ݐ 	∑ ܲ(|ܻ(߱, ଶΩ|(ݐ
ఠୀଵ  is the probability function for the frequency band ω in the 

magnitude spectrum. 
Global statistics of the entropy of the signal is used to determine the threshold in this paper. This distribution is used by 
two Gaussian distributions to model and defined by using the expectation-maximization (EM) algorithm. These 
Gaussian distributions are used to determine the statistically optimal threshold. From Eq.(2), an adaptive method is 
used for the entropy. 
H(|Y(t)|2) is maximum when Y becomes a white noise, H(X) = log(Ω), and minimum when it is a pure speech signal, 
H(Y ) = 0. The dynamics of H(.) is bounded by log() and 0 under white noise, thereby the entropy of the noise frame is 
not based upon the noise level. The entropy based method is best suited for the detection of white or quasi-white noises 
from the speech signal, but the performance is poor for colored noises. Speech segments can be detected by the 
thresholding of the entropy curve between the speech level and noise. The threshold value changes with the spectral 
nature of noise, but not when the noise level changes. As a result, VAD to be robust for the changes in the noise levels 
of the signals.  
In case of colored noise, the entropy curve of non-speech regions is similar to the entropy of speech regions. In order to 
detect the entropy for the colored noise conditions, each frame of the spectrum is divided by the average spectrum. The 
entropy VAD is applied to the resulting spectrum which is similar to the white noise spectrum in non speech regions. 

หŶ(߱, ห(ݐ = |ܻ(߱, /|(ݐ ଵ
்
∑ |ܻ(߱, ்|(ݐ
௜ୀଵ       (3) 

Where, | Ŷ (ω,t)| is the result of spectrum after whitening the filter. The speech regions can be detected from speech 
signal, but several variations are found in the noise segments. It is mainly due to the division by the average spectrum 
in Eq.(3), when the latter is smaller for different frequencies. In order to minimize this effect a white noise with small 
amplitude is mixed to the signal before computing the spectrum. As a result of this the speech regions are clearly 
detectable with the help of entropy. 

III.  FEATURE EXTRACTION  
 

Pitch is the quality of sensation of frequency where all tones perceived by the listener are assigned to relative positions 
on the musical scale. Though sounds vary in pitch, some of the sounds have strong pitch sensation (e.g., vowels) 
whereas some do not (e.g., consonants). Accordingly, sounds are classified into pitched and non-pitched. Pitch 
information is valuable in speech applications such as music transcription, speech coding and query by humming [7]. 
As pitch differentiates the user’s speech appreciably, pitch and its strength are used as features for the proposed 
recognition system.  
Let ܣ௜௝(ݐ); 0 ≤ ݅ ≤ ܰ௨ − 1 and 0 ≤ ݆ ≤ ௦ܰ

(௜) − 1, is the speech signal collected from different users, where ܰ௨ be the 
number of users and ௦ܰ

(௜)  be the number of samples taken from the ݅௧௛  user, provided, ௦ܰ
(଴) = ௦ܰ

(ଵ) = ௦ܰ
(ଶ) = ⋯ =

௦ܰ
ேೠିଵ. These samples become inputs for the feature extraction phase, where pitch and its strength are derived for each 

sample [6]. In feature extraction stage, continuous speech signals of all users are converted to discrete speech signals as 
݊ ;(݊)௜௝ܣ = 1,2 … ௟ܰ .		These speech samples of each user are processed in sequence for the establishment of feature 
matrix. The first speech sample of the first user is subjected to the process of extracting pitch and pitch strength. The 
process is initiated by taking windows of signal instants with different sizes. Nc classes of windows are generated in 
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which each class has its own window size [8]. Afterward, the obtained windows of signal sequences are processed by 
the following Hanning window, 

௞ܹ௟(݉) 	= 0.5൭1− ቆܿݏ݋ ቀ ଶగ௪ೖ೗
|௪ೖ|ିଵ

ቁቇ൱                  (4) 

Where,  0 ≤ ݉ ≤ −|௞ݓ| 1, 0 ≤ ݇ ≤ ௖ܰ − 1, 0 ≤ ݈ ≤ ܰ௪
(௞) − 1,	

 
ܰ௪	be the number of windows that belongs to kth 

class, wkl(m) is the mth instant of time in lth window of  kth class and the parameters Wkl(m) are the Hanning coefficients 
derived from equation (4). The window size of each class is calculated as |ݓ௞௟| = 2௞ାଶ. A pitch vector [ ௞ܲ௟], 	 ௞ܲ௟(݉) ∈
{0,1} is generated with the size of Wkl(m), where each element is arbitrarily generated from {0,1} (i.e.	 ௞ܲ௟(݉) ∈ {0,1}). 
For each class of windows, centroids of pitched and non-pitched are derived as, 

௉ೖ೗ୀܩ
ଵ

∑ ௐೖ೗(௠)௉ೖ೗(௠)หೈೖ೗หషభ
೘సబ

∑ ܽ଴଴
|ௐೖ೗|ିଵ
௠ୀ଴ ௞ܹ௟(݉) ௞ܲ௟(݉)    (5) 

୙௉ೖ೗ୀܩ
ଵ

∑ ௐೖ೗(௠)௉ೖ೗(௠)
หೈೖ೗หషభ
೘సబ

∑ ܽ଴଴
|ௐೖ೗|ିଵ
௠ୀ଴ ௞ܹ௟(݉) ௞ܲ௟(݉)    (6) 

Where, ܽ଴଴ ௞ܹ௟(݉)  is the magnitude of speech signal at a specific time interval indicated by the window 
element	 ௞ܹ௟(݉). The time instant at which the pitch is present { ூܲ} and the strength of pitch { ௌܲ}	are determined as  
{ ூܲ} = { ூܲ

′} } and ࣐− ௌܲ} = { ௌܲ
′} }	respectively, where the sets ࣐− ூܲ

′}  and  { ௌܲ
′ }	are calculated as,  

{ ூܲ
′} ≪ ൝ ݊; 	ଶ(௔బబ(௡)ିீೆು

೘ೌೣ)
ீು
೘ೌೣିீೆು

೘ೌೣ > 1

߮	; ݁ݏ݅ݓݎℎ݁ݐ݋																		
   (7) 

 { ௌܲ
′ } ≪ ൜ܽ଴଴(݊); ݂݅	݊	߳	{ ூܲ}

߮	; ݁ݏ݅ݓݎℎ݁ݐ݋                                    (8) 

In (7), centroids (ܩ௉௠௔௫  and ܩ௎௉௠௔௫  ) represent the maximum distance among centroid pairs. The centroids	ܩ௉௠௔௫ 
and		ܩ௎௉௠௔௫ 

are determined by firstly calculating the distance between each centroid pair as ݀௞௟ = 	  ,௎௉ೖ೗. Thenܩ	−௉ೖ೗ܩ
the parameters ܩ௉ೖ೗ 	and ܩ௎௉ೖ೗ contribute the maximum ݀௞௟ and are converted into 	ܩ௉௠௔௫  and 	ܩ௎௉௠௔௫ respectively. The 
obtained feature set  { ூܲ} and { ௌܲ}	is stored as the first sample for the first user. The process is repeated for all samples 
of the same user and the obtained feature set is stored as feature matrix	 ௔ܲ௕ . Where, 0 ≤ ܽ ≤ ௠ܲ௔௫, 0 ≤ ܾ ≤ ்ܰ − 1, 
each column is composed of elements of feature set from each speech sample for a single user. Thus the obtained 
feature matrix is of size	 ௠ܲ௔௫ ∗	N୘, where 	 ௠ܲ௔௫ is the feature set for a sample which has maximum elements and 
்ܰ = 	ܰ௨ . ௦ܰ. All the remaining feature sets are filled up with zeros to attain the size of		 ௠ܲ௔௫. Afterword, the obtained 
feature matrix of higher dimension is processed for the dimensionality reduction.  

IV. DIMENSIONALITY REDUCTION 
 

Current literature in speaker recognition shows that Principal Factor Analysis (PFA) dimensionality reduction 
technique exhibits good results in feature transformation. The dimension of the feature matrix which is obtained from 
the feature extraction phase would be further minimized. 
4.1  Principle Factor Analysis 
Factor analysis (FA) is a linear transform technique that assumes the measured variables depend on some unknown and 
often immeasurable common factors. Variables of different test scores have been taken as factors from individual 
samples. Where, these test scores are related to a common intelligence factor [11]. The main concept of the factor 
analysis is to uncover such relations. The q-dimensional random vector ݔ௤∗ଵ  along with the covariance matrix Σ, 
satisfies the k-factor model if, 

ݔ = ݂߉ +  (9)                                                                 ݑ

Where, Λ௣∗௞ be the matrix of constants and ݑ௤∗ଵ , ௞݂∗ଵ are the specific factors and random common factors respectively. 
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However, these uncorrelated common factors are standardized for the variance of one as, 

(݂)ܧ = (݂)ݎܸܽ						,0 =  (10)      ܫ
(ݑ)ܧ = ௜ݑ൫ݒ݋ܥ					,0 ௝൯ݑ, = ݅	ݎ݋݂					0 ≠ ݆     (11) 

(ݑ,݂)ݒ݋ܥ = 0 
The diagonal covariance matrix u is derived from the above assumptions as,  

(ݑ)ݒ݋ܥ = ߰ = 	݀݅ܽ݃(߰ଵଵ, … . . …߰୯୯)            (12)  

The k-factor model is determined by decomposing the covariance matrix as, 

              Σ = ΛΛ் +߰            (13) 

Since, 
௜ݔ = ∑ ௜௝ߣ ௝݂ + ௜௞ݑ

௝ୀଵ 								݅ = 1, … . . , q    (14) 
The variance of  xi  can be decomposed as, 

௜௜ߪ = ௜௝ଶߣ + ߰௜௜            (15) 
Where, ℎ௜ଶ = ∑ ௜௝ଶ௞ߣ

௝ୀଵ    is called the communality and represents the variance of xi, that is unique to all variables. ߰௜௜ 	is 
called the unique variance and it contributes the variability of ࢏࢞  due to its specific ࢏࢛ part. The magnitude of the 
dependence of ݔ௜ on the common factor ௝݂ is measured by the term ߣ௜௝ଶ  for the given factor ௝݂. If several ࢏࢞ variables 
have high loadings ߣ௜௝, then variables measure the same unobservable quantity  and hence it is redundant.  
Let S, R and	̅ݔ denote the correlation matrices, covariance matrix and sample mean respectively for the observed data 
matrix X. Accordingly the equations are,  

Σ෠ =Λഥ	⋀෢்  + ෠߰  

పపෞߪ	 =  ∑ መ௜௝ଶ௞ߣ
௝ୀଵ  + ෠߰௜௜                      (16) 

If the given data is standardized, its covariance matrix is equal to the correlation matrix. To obtain the estimates		߉෡  and 
෠߰ for the standardized variables, the first estimation becomes ℎ෠௜ଶ	for i = 1,….., q. Common estimates ℎ෠௜ଶ include the 

square of the multiple correlation coefficients of the ith variable, and the largest correlation coefficient between the ith 

variable and one of the other variables. The reduced correlation matrix is derived from R- ෠߰, where the diagonal 
elements of 1 in R are replaced by the elements. 
Decomposing the reduced correlation matrix in terms of the eigen values a1…. aq and orthonormal eigen vectors 
(1),….,(q) as, 

ܴ −߰	෡ = ∑ ௞்(݅)ߛ(݅)ߛ(݅)ܽ
௜ୀଵ       (17) 

The above equation estimates the ith column of Λ by considering the first k eigen values as positive, 
(௜)ߣ = 	 ܽ(௜)

ଵ/ଶߣ(௜),			݅ = 1, …  (18)    ݍ,
Equivalently,                 

Λ = Γଵܣଵ
ଵ/ଶ           (19) 

Where,  ૚ = ((1),…., (q)), and A1= diag(a1,….ak). The constraint holds when eigen vectors are orthogonal. Finally, theࢣ	
specific variance estimates are updated as, 

෠߰௜௜ =   1- ∑ መ௜௝ଶ௞ߣ
௝ୀଵ        i=1,… q        (20) 

The k-factor model is permissible if all the p terms are non-negative. 
Generally, the number of factors may be determined by taking into account eigen values ai from the reduced correlation 
matrix, and choosing ‘g’ as the index with a sharp drop in the eigen value magnitudes.     
The dimensionality reduced matrices obtained from the above reduction techniques are subjected to one of the two 
processes of SVM-based training and recognition.  
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V. SUPPORT VECTOR MACHINE 
 

Support Vector Machine is a classifier which can separate the patterns according to the maximum margin separation 
principle. Since the real-world applications evaluate the computations on large data-sets, the allocation of main 
memory becomes infeasible even for modern computers [16]. The main constraint of SVM comes from its requirement 
in terms of memory size and training time. However, the previous section describes that a large number of high 
dimensional patterns are needed to train SVM. Therefore, approaches for SVM algorithms are drawn with the emphasis 
on linear scaling in memory occupation and the training time complexity with respect to user data size. 
SVM discriminates the given data into two classes according to the maximum margin separation criterion. The 
Regularized Risk Minimization factor estimates the hyperplane that describes the boundary between the classes.  

[భమ௪
			௠௜௡ ଶ‖ݓ‖ + ∑.ܥ	 ௜௡ݕ,௜ݔ,ݓ)݈

௜ୀଵ )]    (21) 

Where, d-dimensional training pattern (ݔ௜) denotes ݔ௜ ∈ ℝௗ  with the respective label ݕ௜ ∈ 	 {−1, +1}. The objective 
function is defined by sum of two terms. The first term represents a regularized contribution that can be estimated by 
square rule of the hyperplane w. In the second term, the empirical risk is evaluated for the training dataset and it is 
estimated by the parameter C. The SVM standard loss Hinge function (lL1) evaluates the maximum-soft margin as, 

lL1 =	݉ܽݔ	0,1)− ௜ݕ  ௜)     (22)ݔ்ݓ	

From (21) and (22), the primal SVM solver conceptualization is, 

∗ݓ = ୵୫୧୬				܏ܚ܉
ଵ
ଶ
ݓ்ݓ + ∑.ܥ ௡)	ݔܽ݉

௜ୀଵ 0,1− ௜ݕ  ௜)      (23)ݔ்ݓ	

Where, n denotes the number of patterns. The classification score can be evaluated by the set of Support Vectors from 
the separation plane. 

5.1  Large-scale SVM Algorithms 
Numerous large-scale algorithms have been proposed by the researchers for the large-scale SVM optimization. These 
algorithms mainly focus on the complexity involved to speed up the classification task for the standard databases. 
Performance evaluation procedures are formulated in terms of memory and training time requirements to reach 
convergence. Large-scale SVM algorithms rely on the following two approaches for the optimization. 

5.2   FOLOS 

An objective function has been described in the form of ො݃(ݓ) = 	 ℓ௘௠௣(ݓ) +  be the empirical  (ݓ)where ℓ௘௠௣ ,(ݓ)ݎ
loss for the convex measure and (ݓ)ݎ	is the convex regularization term [17]. This solver is mainly focused on the loss-
regularization class of convex optimization. The proposed algorithm does an analytic minimization rather projection on 
subgradients. As it requires the minimization of objective function, the parameter ݓ௧  minimizes the term ℓ௘௠௣(ݓ) and 
hence it requires the following updates,  

w௧ାଵ/ଶ = w௧ − ௧ߟ 	∇(௦)	ℓ௘௠௣	(	wऄ)                (24) 

wऄାଵ = ݊݅݉݃ݎܽ
w ቀ

ଵ
ଶ

w||w−wऄାభమ
	||ଶ + ऄߟ 	+

ଵ
ଶ
	r(w)	ቁ                    (25) 

A weight vector is obtained from the update of ݓऄାଵ and it in turn affects the updates ݓऄାభమ
 for the minimum value 

of	(ݓ)ݎ. Since it is defined such a way that   Ο ∈ (߭)݂ (జ∀) ⟺ (ݓ)݂߲ ,(ݓ)݂ ≤  estimates the minimum weight	࢝
vector for the function ℓ௘௠௣.  This property describes the approximation as, 

w௧ାଵ = w௧ ௧ାభమߟ −wऄ)	ℓ௘௠௣(		௧∇(௦)ߟ −
 ∇(௦)		r (w௧ାଵ)            (26) 

The above equation is the alternate expression for the weight vector .௧ାଵݓ	  This equation in tern influences the 
subgradient ∇(௦)		r(ݓ௧ାଵ), which is the gradient of  (ݓ)ݎ for the weight vector (ݓ௧ାଵ). As a result, the vector (ݓ௧ାଵ) 
reflects the update of the gradient and it is evaluated in advance. If the regularization ℓଵ is achieved for the optimal 



  
           
                     
 
                      ISSN(Online) : 2319-8753 

                                                                                                                                                                      ISSN (Print) :  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 5, Issue 5, May 2016 
 

Copyright to IJIRSET                                                                  DOI:10.15680/IJIRSET.2016.0505078                                         7184 

  

    

result, the algorithm convergences with O( ଵ
√௧

). The following describes the relations as, 

௧ߟ ଵ ߙ	
√௧

, 

݉݅݊
ݐ ∈ 	 {1 …ܶ}  ො݃(ݓ௧) - ො݃(ݓ∗) = O(GD୪୭୥ ்

√்
)      (27) 

Where, ‖ݓ∗‖< D  for the optimal solution. 
The subgradients ߲f and ߲r can be derived from the above assumptions and these are bounded to the parameter G. The 
parameters ℓ௘௠௣ and r are H-strongly convex for the online case. The learning rate ߟ௧ 	is defined as  ߟ௧ = ଵ

௧
	 and the 

target function T is computed as,  
R(T) =	Ο ቀୋ

మ୪୭୥୘
ୌ

ቁ           (28) 

The FOLOS reaches the convergence in ߧ෤ ቀ ଵ
ுച
ቁ	when batch and online generalizations are combined. 

VI. RESULTS AND DISCUSSION 

6.1. EXPERIMENTAL SETUP 

6.1.1  Speaker database 

The proposed speaker recognition technique is implemented in the research tool, MATLAB of version 7.12. The 
technique is tested using the speech database obtained from the Neurosciences Institute. In the first experiment all 640 
speakers (446 males and 194 females) are used for training as well as testing. In the second set of experiments 240 
speakers (142 males and 98 females) are selected alphabetically from the NIST database. During training each speaker 
is trained by clean speech of NIST database where as testing is done individually on NIST database contaminated with 
white noise and channel noise. Having acquired the testing and training utterances, it is now the role of the feature 
extractor to extract the acoustic features from the speech. The experiments are conducted by adding white Gaussian 
noise to the clean speech of NIST database with different SNRs. White noise is dynamically generated by using 
MATLAB toolbox. 

6.1.2   Feature Extraction 

During feature extraction phase, twenty five speech samples have been extracted for each user in order to evolve 
speaker-specific features. Twenty speech samples are used for training process, and the remaining five samples are 
used for the testing [13]. The speech signals are specifically sampled at 16 KHz and are framed as windows of size 
25ms. Each frame consists of FFT-based 256 dimensional power spectrum vectors in order to develop feature vectors. 
The feature vectors are in turn applied for the dimensionality reduction phase in order to derive an optimized feature set 
for classification. 

6.2   RESULTS 

The performance of the proposed algorithm is evaluated on the same sentences taken from NIST database. The 
robustness is evaluated by using noisy databases, artificially prepared by adding white noise to the original database at 
30 dB SNR, 20 dB SNR and 10 dB SNR. The blue zones in the output speech signal indicate speech regions and the 
green zones indicate the unwanted silence regions. 
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Fig. 6.1  Silence removal by VAD algorithm with white noise at 30 dB SNR 

 
From the above figure, it is observed that the silence parts and speech segments are clearly distinguished with the 
advantage of the spectrum. At the SNR ratio 30dB, it is noted that the major portions of silence segments are easily 
separable. The unwanted segments can be eliminated with the concept of speech extraction. These parts are useful for 
the development of speaker data base. 

 
Fig. 6.2  Silence removal by VAD algorithm with white noise at 20 dB SNR 

 
The figure Fig.6.2 indicates the silence regions at the Signal to Noise Ratio of 20dB. Reasonable amount of speech 
segments are clearly available for the use of segmentation. The blue parts reflects the speech portion, where the noise 
pars are used for the elimination. 

 
Fig. 6.3  Silence removal by VAD algorithm with white noise at 10 dB SNR 

Experimental results show that with the increase in signal to noise ratio the performance of the proposed technique 
improves significantly. When the clean sentences are taken from the NIST database, effectiveness of the proposed 
algorithm is nearly same as the standard silence removal methods. But with higher SNRs, the effectiveness is more 
prominent. When SNR is 10dB, the standard methods eliminate most of the speech parts as silence, whereas the 
proposed techniques remove only the unvoiced parts. 
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The effectiveness of the silence removal step on Speaker Recognition Rate is summarized in table 6.1 and 6.2. 

Features Noisy speech 
30 dB SNR 

Noisy speech 
20 dB SNR 

Noisy speech 
10 dB SNR 

MPCA with 
silence removal step 96.02 94.3 93.25 

PFA with 
silence removal step 99.5 98.9 97.05 

Table 6.1 Speaker Recognition Rate degraded by Additive Gaussian Noise 

The results determined from the experiments after silence removal step show that the new feature vectors provide 
reasonable improvement over original features. Specifically, in presence of white noise at 30 dB SNR, the recognition 
rate is improved by 3.48 % with silence removal step by using PFA transform in place of MPCA transform. 

 

Features Noisy speech 
30 dB SNR 

Noisy speech 
20 dB SNR 

Noisy speech 
10 dB SNR 

MPCA with 
silence removal step 96.5 95 90.25 

PFA with 
silence removal step 99.4 98.6 94.25 

Table 6.2 Speaker Recognition Rate degraded by Additive channel Noise 

Similarly in the presence of channel noise at 30 dB SNR, the improvement is 2.9 %. From the above results it is proved 
that in presence of more noise the performance of PFA transform is more effective than MPCA transform. 

6.2.1  Population Vs Accuracy 

In this experiment different population sizes of (150, 300, 450, 600, 750, 900, 1050, and 1200) are used. Recognition 
accuracy for a population size is computed by performing speaker recognition tests on S speakers randomly selected 
from 1500 speakers.  Figures 6.4, 6.5 and 6.6 indicate the effect of population size on the speaker recognition rate 
under noisy conditions. The recognition accuracy with the application of PFA feature extraction is proved to be better 
than the original MPCA features. 
 
 

 

 

Fig.6.4 Speaker Recognition rate as a function of number of candidates for additive white Gaussian noise and Channel noise at 10dB SNR : (a) 
without silence removal step (b) with silence removal step 
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In order to investigate further the performance of the proposed PFA and FOLOS SVM algorithm method,   the speaker 
recognition system is tested on noisy database prepared by using NIST database, channel noise and white Gaussian 
Noise. The experiment is conducted with 1200 speakers (712 males and 488 females) selected from the database. The 
model for every speaker is trained by clean speech of about 24 seconds containing 8 sentences. 

 
Fig.6.5 Speaker Recognition rate as a function of number of candidates for additive white Gaussian noise and Channel noise at 20dB SNR : (a) 

without silence removal step (b) with silence removal step 

The sentences contained with channel noise and white noises are used as two independent test segments. Testing has 
been conducted on the databases in two different sets, one with silence removal technique and another without it. The 
recognition accuracy is tested across three different SNRs using PFA-FOLOS combination. 

 

 
Fig.6.6 Speaker Recognition rate as a function of number of candidates for additive white Gaussian noise and Channel noise at 30dB SNR : (a) 

without silence removal step (b) with silence removal step 
 

90

92

94

96

98

100

150 300 450 600 750 900 1050

Re
co

gn
iti

on
 A

cc
ur

ac
y%

Population size

white noise without preprocessing
white noise with preprocessing
channel noise without preprocessing
channel noise with preprocessing

90

92

94

96

98

100

150 300 450 600 750 900 1050

Re
co

gn
iti

on
 A

cc
ur

ac
y%

Population size

white noise without preprocessing
white noise with preprocessing
channel noise without preprocessing
channel noise with preprocessing



  
           
                     
 
                      ISSN(Online) : 2319-8753 

                                                                                                                                                                      ISSN (Print) :  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 5, Issue 5, May 2016 
 

Copyright to IJIRSET                                                                  DOI:10.15680/IJIRSET.2016.0505078                                         7188 

  

    

From the results obtained from experiments, in presence of white noise of 30 dB SNR, the recognition rate is improved 
by 3.96 % (without silence removal step) and 4.28 % (with silence removal step) by using PFA transform and FOLOS 
SVM algorithm. Similarly in the presence of channel noise at 30 dB SNR, the improvement is 2.5 % and 2.55 % 
respectively. From the above results it is proved that in presence of noise the performance of the proposed system is 
more prominent. 

VII. CONCLUSION  
 

The results obtained from the experiments denote that the PFA transformation improves the speaker recognition rate as 
compared to the conventional features. Even with 50 % reduction in computational complexity, the PCA-FOLOS 
outscores the available state-of-art recognition techniques. The performance of the proposed method is always better as 
compared to MPCA in all situations. When compared with data base having different noise contents, the improvement 
is significant. As explained in above sections, although there is little bit of additional complexity in the training and 
testing phases, but that does not contribute to any significant increase in the delay when the overall response time of the 
recognition system is considered. In section V, the procedure for the candidate selection denoted by FOLOS is 
employed on the optimal set of feature vectors. The proposed technique is analytically proved and also empirically 
tested that the performance is better than existing recognition technologies in most of the cases due to its higher 
discriminating power. Also it is shown that the computational complexity of the classifier can be reduced significantly 
by taking relatively large number of speakers in the candidate selection process. 
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