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ABSTRACT: An Intelligent Economic approach for Dynamic resource Allocation (IEDA) is proposed with the 
improved combinatorial double auction protocol devised to enable various kinds of resources traded among multiple 
consumers and multiple providers at the same time enable task partitioning among multiple providers. To make bidding 
and asking reasonable in each round of the auction and determine eligible transaction relationship among providers and 
consumers, a price formation mechanism is proposed, which is consisted of a Back Propagation Neural Network 
(BPNN) based price prediction algorithm and a price matching algorithm. A reputation system is proposed and 
integrated to exclude dishonest participants from the cloud market. The Winner Determination Problem (WDP) is 
solved by the improved Paddy Field Algorithm (PFA). Simulation results have shown that IEDA can not only help 
maximize market surplus and surplus strength but also encourage participants to be honest. 
In this paper we present a mechanism for service provisioning in distributed clouds where applications compete for 
resources. The mechanism operates by enabling execution zones to assign resources based on Vickrey auctions, and 
provides high-quality probabilistic models that applications can use to predict the outcomes of such auctions. This 
allows applications to use knowledge of the locality distribution of their clients to accurately select the number of bids 
to be sent to each execution zone and their value. The proposed mechanism is highly scalable, efficient and validated 
by extensive simulations. 
 
KEYWORDS: Cloud Resource Management, Decentralized Cloud Applications, Vickrey Auctions, Quality of 
Experience. 
 

I. INTRODUCTION 
 
INTRODUCTION: 
 
We present a resource allocation mechanismfor service provisioning in distributed clouds where computation resources 
are made available much closer to users, possibly within routers themselves. This will save bandwidth, provide better 
user QoE and potentially comply with regulatory frameworks that demand services to run in 
specificregions/countries/states. Applications can then use these resources to deploy demanding services. Of course, 
when securing resources, applications will need to balance the benefit that these resources bring to the QoE of their 
users with the costs that they need to pay to the computation resource providers. To this end, we propose an auction-
based resource allocation approach that allows cloud providers to provide computation capacity in a decentralized 
manner, while at the same time allowing applications to implement effective costbenefit tradeoffs. We take as given the 
well-known properties of the Vickrey auction (eg. truthful revelation and ex-post efficiency [2]) and focus on their use 
as a vehicle to implement a self-adaptive mechanism for the dynamic allocation of service slots, obviating the need of a 
logically centralized clearinghouse. 
 
CLOUD computing providesvirtually unlimited com-puting power as utility service to consumers. It ena-bles different 
provisioning models for on-demand access to applications (Software as a Service, or SaaS), platforms (Platform as a 
Service, or PaaS), and computing infra-structures (IaaS). Ithascreated a competitive market where consumers pay 
providers for using resources andare usually billed using a pay-as-you-go model. To facili-tate trading, amarket 
mechanism should be exploredto allocate and utilizeresourceswithin their capacities with-out over-provisioning or 

http://www.ijirset.com


ISSN (Online) : 2319 - 8753 
     ISSN (Print)   : 2347 - 6710                                                                                             

   

International Journal of Innovative Research in Science, Engineering and Technology 
         An ISO 3297: 2007 Certified Organization                                 Volume 6, Special Issue 2, February 2017 

National Conference on Recent Advancements in Engineering & Technology and Management 2017 (NCRAETM 2K17) 

18th February 2017 

 Organized by 
Sree Rama Engineering College (SRET), Tirupati- 517 507, India  

Copyright to IJIRSET                                             www.ijirset.com                                                                     60 

under-provisioning[1].In our proposed system we assume the existence of a large number of execution zones (EZ), 
where computational capabilities are offered to applications. Resources in each EZ are managed by a zone manager 
(ZM), which is operated by the infrastructure provider. Applications can deploy services (i.e. self-contained application 
logic components) on these Ezsunder the direction of an application manager (AM), which is operated by the 
application provider and implements the appropriate cost-benefit tradeoffs for that application. The Ams belonging to 
various applications then compete for resources on the EZs. Rather than relying on a centralized resource allocator to 
grant AMs access to EZ resources, we allow each EZ to individually perform resource allocation decisions. There is a 
rich literature on how to solve this problem [3]–[5]; we propose the use of a market system to allow EZs to allocate 
resources to those applications that value them the most (see [6]–[9]). We take advantage of the well known properties 
ofVickrey auctions [2] to allocate resources to applications (see [10]–[15] for other examples of auctions used for 
resource allocation in grid, peer-to-peer and cloud computing). Our mechanism allows each AM to bid for resources on 
the desired EZs according to its individual policies, and to implement its own tradeoff between user satisfaction and 
infrastructure cost. This involves considering the monetary cost of the resources together with the cost of users being 
blocked due to resource unavailablity. 
We consider latency- and bandwidth-sensitive services which require accurate placement of service instances so that 
the network performance metrics between users and cloudbased services are within acceptable bounds to ensure QoE. 
There are two dimensions to QoE in our model. Firstly there is the quality experienced by the users of an application in 
terms of the latency, bandwidth and response time of a session. This is determined by an AM selecting EZs that are 
topologically close to the users in terms of network metrics, such as latency, and by the EZ offering sufficient 
computational capabilities (e.g. CPU, memory) for the application. 
 

II. AUCTION-BASED RESOURCE ALLOCATION FOR THE DECENTRALIZED CLOUD 
 
We assume that the AM can determine, by external means, the total user demand associated with a given EZ. Then, 
foreach AM the resource allocation problem becomes: given the bidding profile at every EZ, for how many service 
resource units should the AM bid, and at what price? Formally, each AM bj must determine the number of service slots 
mij it will bid for at each EZ j,as well as the bid price vij it must offer, according to the estimated user demand and 
expected service quality.We now present our analytic model of the EZ, and how it implements resource allocation 
using Vickrey auctions. In a standard Vickrey second price auction the bidders bid for a single item. The highest bid 
wins and pays the price of the second highest bid. This can be shown (under certain assumptions) to mean that rational 
bidders will bid according to their true valuation for the item. In a multiunit Vickrey auction with identical items, the 
bidders bid for K items andmay each bid multiple times. The highest K bids win andthey pay the combined value of the 
next K bids (the first K losing bids). This preserves the property that rational biddersbid according to how much they 
value the item. 
 

A. RESOURCE ALLOCATION PROPERTIES 
Even though the Vickrey auction has interesting advantages (e.g. incentive compatibility and ex-post efficiency), it is 
not revenue-maximizing [2] [17]. In fact, for uncontested Vickrey auctions, the bidders can obtain items at zero cost. 
For the present paper we assume that AMs pay a monthly fixed fee to gain access to the EZ infrastructure; this would 
allow them to use uncontested resources. If AMs wish to gain access to EZ resources for which there is contention, they 
will need to submit nonzero bids and pay for these bids in addition to thefixed flat fee. In contrast to other contributions 
in the literature, we assume that bids are made in terms of actual currency and the EZs receive income from both the 
monthly rental fees and non-zero winning bids from AMs. 
 
B. ESTIMATING THE EXPECTED NUMBER OF SUCCESSFUL BIDS 
To allow an AM to estimate the expected number of bids itwill win and the total price it will pay when placing a given 
number of bids at a given price, each with a given ZM, it needsto estimate the level of competition it will face in the 
auction from other AMs. Formally, this is achieved by determiningthe number of competing bids it will encounter. 
Thus, rather than the total number of bids Ni received by ni, an AM bjis interested in the number of bids with which its 
bids must compete. This involves subtracting from Ni those bids sent toni by bj itself. We shall denote this number of 
competing bidsas Nji , the total competing load of manager bj at EZ ni. Bydefinition, Nji =Pk6=imkj. 
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C.THE EXPECTED RESOURCE COST  
We now calculate the expected cost of an AM when biddingat a given EZ. 
 

 
 
D. THE EXPECTED QOS COST 
In this section we consider the QoS cost that an AM expects. The QoS cost can be considered as a penalty to QoS that 
theapplication has, given the number of service slots secured. 
 

 
 
E. BID DETERMINATION: THE EXPECTED TOTAL COST 
 
Suppose that an AM bj wishes to determine the number and value of bids that it must submit to a given execution 
manager ni, and it wishes to do so taking into account both the resource cost and client QoS. This can be achieved by 
selecting the combination of mij and vij that minimize a total cost measure that includes both QoS and monetary 
bidding effects. 
 

 
 
F. STABILITY 
A common pitfall in decentralized optimization mechanisms, such as the one presented in this paper, is the 
possibilityfor oscillation (see eg. [23], [24]). We address this concern by using the optimal answers provided by (11) to 
guide an incremental bidding strategy, thus dampening oscillations andensuring convergence. During each epoch, each 
AM calculates the optimal mij and vij based on the level of competition and resource availability in each EZ. Instead of 

using these directly, AMs use approximations and  that are designed to vary without risking large 

oscillations, meaning, free from large step changes. We do this by limiting the change in and from one 

epoch to the next. Furthermore, we also ensure that both and remain bounded by specifying respective 

maximal values ^ and . 
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Each application and ZM in our simulator is implemented as an independent thread and triggered by means of a thread 
pool [25]. As already stated, simulation progresses by discrete time steps denoted as epochs. Each epoch consists of 
two steps, and each one of these steps is implemented as a map/reduce operation. Simulation state is synchronized after 
each reduce step. We now broadly explain the two main steps of eachsimulation epoch by focusing in turn on the EZs 
and the AMs (see Fig. 3). The first step, denoted as the execution step, implements functionality to allow EZs to receive 
bids from all AMs, choose the winning set of bids, and calculate the QoS experienced by application users. Each EZ 
can then report to each AM the total number of bids Ni it received, the total number of service slots Mi it offers, and the 
distribution FV I (vij) of its received bid values. The second step, denoted as the bid planning step, implements 
functionality to allow each AM to evaluate (1), (6) and (7) as a function of mij and vij . Then, each AM can determine 
the optimal mij , vij pairthat minimizes its expected total cost as expressed by (8), and use this information to drive its 
bidding behaviour. 
 
1) Initialize simulation - generate EZs and AMs according to QoE tolerance and population density distributions 
2) Execution step 
a) AMs make bids and send to EZs 
b) Winning bids determined and results disseminated 
3) Bid planning step 
a) AMs calculate the number and value of bids they would optimally make next round (if no other bids changed) 
b) AMs adjust their bidding towards this optimal 
number/value using Approach 1, 2 or 3 from 
previous section 
 
4) Return to step 2) 
 

III. COMPETITION, QOS AND PRICING 
 

The first variable that we examine is the average cost incurred by each AM. Each subgraph in Fig. 4 corresponds to a 
combination of values as defined in Table II (see the top- and right-most edges of each panel). Because resource 
allocation is performed by means of a Vickrey auction, the total cost is defined by the losing bids in each EZ (the 
reader is reminded that in our multi-item Vickrey auction model a bidder winning n bids will pay the sum of the first n 
losing bids). Hence, in situations where there is a significant overprovisioning of resources, cost will remain close to 
zero. Such is the case for N_App_QoS = 10, N_App_Price = 10 and N_App_BG = 10; in this case, the cost paid is very 
low for all AM classes. As competition increases, however, we see that Quality-sensitive managers are much more 
aggressive in trying to secure EZ resources, and consequently end up paying higher costs. 
 

IV. SCALABILITY CONSIDERATIONS 
 
One of the challenges faced by many auction based systems is that they can exhibit high communications and/or 
computational complexity [17]. This means that, depending on the way in which the auction is resolved, a very large 
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number of either messages or computations are required to achieve an optimalresult. Hence, many of our engineering 
choices will be aimed to reducing the communications and computational overhead of the system. First, as detailed 
above, we eschew global optimality in which a central optimizer performs the optimal allocation in favour of a system 
based on local optima for each EZ. This breaking of the entire market into a number of local markets allows the 
computational problem to be massively parallelized, and has been shown to impose a tolerable impact on the quality of 
the solution [26]. 
 

V. DISCUSSION 
 
The convergence approaches used (see Section III-F) were all tested in simulation with a variety of parameters. For 
reasons of space, only one of these can be presented in this paper. The cases studied were Approach 2 with values of w 
between 0:05 and 0:5 and Approach 3 withsimilar values for w but with d between 0:9 and 0:99. In these cases the final 
results (after all iterations) were nearly identical. Two exceptions were noted. Using Approach 3 (where the rate of 
change of bids shrank with time) the algorithm could simply stop moving bids too soon and end on a very different 
result if w shrank quickly (low values of d). This is as would be expected since that algorithm is designed to stop all 
changes in bidding as time progresses. With Approach 2 then higher values of w (for example 0:5) give end results 
which oscillate slightly more than the results shown but still giving a similar pattern overall. 
 

VI. CONCLUSIONS 
 
Cloud applications have different requirements in terms of cost and quality, and different applications will coexist in 
the same cloud infrastructure that have different tradeoffs between these. The mechanism presented in this article 
allows different applications to implement their own tradeoffs transparently by abstracting away the task of allocating 
resources between applications with differing requirements to an auction mechanism. This allows the system to be 
responsive to the needs of each service, without the need for specializedtreatment. In addition, because applications 
themselves use the prices provided by the system as signals to drive their own costqualitytradeoffs, they experience 
better outcomes than those that would be possible in a static system. Many properties of the system are predictable, 
because they are rooted on closed-form solutions of the Vickrey auction, a well-researched mechanism. In addition, we 
carry out extensive simulations to verify that the system as a whole (that is, the global market in which applications bid 
for resources according to their needs) is both stable and efficient. We find that it is stable in the sense that, if the input 
parameters of the system do not change, it converges to an equilibrium state. It is efficient in the sense that resources 
are allocated to those applications that need them the most, and in those EZs where they provide the best improvement 
to the quality experienced by its users. In the process of reaching an efficient equilibrium, the system will track any 
changes in its inputs, and hence, it will adapt to the changing needs of those applications using it. This provides self-
tuning, that is, the ability of the system to naturally configure its resources to best fit the demand profiles imposed by 
heterogeneous populations of cloud users. 
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