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ABSTRACT: Facial expression analysis is a remarkable and demanding problem, and impacts significant applications 

in various fields like human-computer interaction and data-driven animation. Developing an efficient facial 

representation from the original face images is a crucial step for achieving facial expression recognition. Facial 

representation based on statistical local features, Local Binary Patterns (LBP) is practically assessed. Several machine 

learning techniques were thoroughly observed on various databases. LBP features- which are effectual and competent 

for facial expression recognition are generally used by researchers Cohn Kanade is the database for present work and 

the programming language used is MATLAB. Firstly, face area is divided in small regions, by which histograms, Local 

Binary Patterns (LBP) are extracted and then concatenated into single feature vector. This feature vector outlines a 

well-organized representation of face and is helpful in determining the resemblance among images. The FR system was 

configured in verification mode using Eigen face approach derived on these LBP based histogram feature vectors. The 

FER system was configured for multi-class facial expression classification mode using Support Vector Machine 

(SVM). 
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I. INTRODUCTION 

Facial expression recognition (FER) has become a hot research topic of human-computer interaction (HCI) and drawn a 

lot of attention due to its great potential in multimedia applications, e.g. digital entertainment, customer service, driver 

monitoring and so on. HCI would become more friendly and natural if computers arable to recognize affects as human 

beings, which can benefit from solving FER problems.FER aims to analyze and classify a given facial image into one 

of the six commonly used emotion types where the six emotion categories are angry, disgust, fear, happy, sad and 

surprise. Numerous algorithms of FER have been Proposed in the literatures during the past several years, including 

expression recognition from frontal and non-frontal facial images. Comparing to frontal FER, non-frontal FER is more 

challenging and more applicable in real scenarios. However, only a small part of algorithms among the proposed 

various Methods address this challenging issue. For both frontal And non-frontal FER problems, a general Recognition 

framework appeared in most of previous 

works can be divided into two major steps, one is the feature extraction and the other is classifier construction. To 

extract the facial features, various image features are employed in the previous papers, such as local binary pattern 

(LBP) local phase quantization , histograms of oriented gradients and scale-invariant feature transform (SIFT). Among 

the various facial features, SIFT has demonstrated promising performance due to its robust property to image scaling, 

rotation, occlusion and illumination difference 
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II. RELATED WORK 

In existing system, several methods are used to extract image face features vector, which presents small inter-person 

variation. This feature vector is feed to a multilayer perceptron to carry out the face recognition or identity verification 

tasks. Proposed system consists in a combination of Gabor and Eigen faces to obtain the feature vector. Evaluation 

results show that proposed system provides robustness against changes in illumination, wardrobe, facial expressions, 

scale, and position inside the captured image, as well as inclination, noise contamination and filtering. Proposed 

scheme also provides some tolerance to changes on the age of the person under analysis. Evaluation results using the 

proposed scheme with identification and verification configurations are given and compared with other feature 

extraction methods to show the desirable features of proposed algorithm.Two image representation approaches called 

non-negative matrix factorization (NMF) and local non-negative matrix factorization (LNMF) have been applied to two 

facial databases for recognizing six basic facial expressions. A principal component analysis (PCA) approach was 

performed as well for facial expression recognition for comparison purposes. We found that, for the first database, 

LNMF outperforms both PCA and NMF, while NMF produces the poorest recognition performance. Results are 

approximately the same for the second database, with slightly performance improvement on behalf of NMF. new facial 

expression recognition method based on Local Fisher Discriminate Analysis (LFDA) is proposed. LFDA is used to 

extract the low-dimensional discriminator embedded data representations from the original high-dimensional local 

binary patterns (LBP) features. The K nearest- neighbour (KNN) classifier with the Euclidean distance is adopted for 

facial expression classification. The experimental results on the popular JAFFE facial expression database demonstrate 

that the best accuracy based on LFDA is up to 85.71%, outperforming the used Principal Component Analysis (PCA), 

and Linear Discriminate Analysis (LDA 

III. PROPOSED APPROCH 

In This process proposed a face descriptor, using the algorithm local binary pattern (LBP), for facial expression 

recognition. Hence LBP is used to extract the feature information of emotion-related features by using the directional 

information and ternary pattern in order to take the fine edge in the face region while the face having the smooth 

regions. This proposed method has better than the other existing, by extracting the histogram-based face description 

methods that divide the face into a small blocks and then the sample codes uniformly. Then the grid to construct the 

face descriptor while sampling expression related information at different scales is classified Dimension reduction by 

extracting discriminating features is based on the idea of maximizing the total scatter of the data while minimizing the 

variance within classes. It can be seen that the feature values for the six classes are highly merged, which can result in a 

high misclassification rate. Please note that the actual number of features could be more than three, however, for the 

sake of visualization, the first three features were picked in order to create. Accordingly, this work employs a robust 

feature. This is easy to explain, has good predictive ability, and computationally, it is less expensive than other existing 

methods. As mentioned before that the existing HCRF utilizes diagonal covariance Gaussian distributions in the feature 

function and does not guarantee the convergence of its parameters to some specific values at which the conditional 

probability is modelled as a mixture of normal density functions. Because of this property, the existing HCRF losses a 

lot of information. This is one of the main disadvantages of the existing HCRF model. In order to solve this limitation, 

we explicitly involve full covariance Gaussian distributions in the feature functions at the observation level. 

As for the classification module, a large number of methods have been employed for accurate expression classification. 

Authors exploited artificial neural networks (ANNs) in order to classify different facial expressions and achieved a 

73% recognition rate. However, ANN is a black box and has incomplete capability to explicitly categorize possible 

fundamental relationships. Besides, ANNs may take long time to train and may trap in bad local minima. Moreover, 

authors employed support vector machines (SVMs) for their FER system. But, in SVMs, the observation probability is 

calculated using indirect techniques; in other words, there is no direct estimation of the probability. Furthermore, SVMs 

simply disregard temporal dependencies among video frames, and thus each frame is expected to be statistically 

independent from the rest. We tested and validated the accuracy of wavelet transform along with and support vector 

machines (SVMs) for crop/weed classification for real time selective herbicides systems. Unlike previous systems, the 

proposed algorithm involves a pre-processing step, which helps to eliminate lighting effects to ensure high accuracy in 
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real-life scenarios. We tested a large group of wavelets and decomposed them up to four levels to classify weed images 

into weeds with broad leaves versus weeds with narrow leaves classes. This employed to reduce the feature space by 

extracting only the most meaningful features. Finally, the features provided by SVMs for classification. The proposed 

method was tested on a database of 1200 samples, which is a much larger database size than that studied previously 

(200-400 samples).  

 

Fig.1 Proposed Block Diagram 

 

 

Fig.2 Proposed Cycle Diagram 
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Pre-processing means "preparation" of the sample/image to introduce it to an algorithm for specified task: tracking 

targets, recognition, feature extraction, etc.Data pre-processing is a data mining technique that involves transforming 

raw data into an understandable format. Real-world data is often incomplete, inconsistent, and/or lacking in certain 

behaviors or trends, and is likely to contain many errors. Data pre-processing is a proven method of resolving such 

issues.  

We can convert our data files (.xlsx) into .mat files and align the data. The purpose of optimization is to achieve the 

“best” design relative to a set of prioritized criteria or constraints. Selecting the suiting features are important to the 

mode land considerably influence the results. Quality and quantity of the features have great impact on whether the 

model is good or not. In order to improve the prediction model, different Data pre-processing techniques were applied 

Data integration is to combine data from multiple sources into a coherent store. In integration processing, the redundant 

data problem always occur, since the same real world entity, attribute values from different sources have different 

names, or one attribute may be a derived attribute in another table. Therefore, researchers should carefully identify real 

world entities from multiple data sources by using correlation analysis. Otherwise, careful integration of the data from 

multiple sources may help to reduce/avoid redundancies and inconsistencies and improve mining speed and quality [9]. 

The presented system has a architecture. It is composed of different modules connected by dependencies the input 

image and the recognition results the storage of the face representation is shown by the Face Gallery. Images taken 

from data set gallery the first module deals with Resize & Normalization followed by pre-processing this pre-

processing module converts a color image into its grey-scale representation, then it performs face detection. The 

detected face is further extracted from the image in the next step. This module also detects the face of object in the 

detected face region and transforms and resizes The face The feature extraction module is used to create the face 

representation. It detects the SIFT key-points and creates a set of SIFT descriptors for a representation of the face 

image. The next module is used to select the most representative face vectors in order to create a precise face model the 

algorithm implemented within this module then face recognition. A recognized face is compared to the face models 

stored in the Face Gallery and the most similar model is chosen as the recognized one. The last confidence measure 

module is dedicated to identifying whether the recognition result is correct or not followed by classifier.  

ALGORITHM: Pattern recognition by local directional ternary pattern (LDTP) encompasses two fundamental tasks:  

description and classification.   Given an object to analyze, a pattern recognition system first generates a description of 

it (i.e., the pat- tern) and then classifies the object based on that description (i.e., the recognition).  Two general 

approaches for implementing pattern recognition systems, statistical and structural, employ different techniques for 

description and classification.  Statistical approaches to pattern recognition use decision-theoretic concepts to 

discriminate among objects belonging to different groups based upon their quantitative features.   Structural approaches 

to pattern recognition use syntactic grammars to discriminate among objects belonging to different groups based upon 

the arrangement of their morphological (i.e., shape-based or structural) features.  Hybrid approaches to pattern 

recognition combine aspects of both statistical and structural pattern recognition. 
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         Fig.3 Proposed flow Diagram 

STRUCTURE: This feature describes the structure of the image or the locations of objects in the image in contrast to 

each other. For example, an image includes different objects such as tree, bird, cat etc. 

SHAPE: From the human point of view shape is a high-level concept but from the mathematical view shape is a low-

level element. In pattern recognition, shape is described as a function of position and direction simply as a connected 

curve within a 2D field [7]. Shape features can be used for medical applications for example for cervical cell 

classification or for content-based image retrieval systems where color features are not useful [8] 

KEY POINT MATCHING: The next step is to apply these SIFT techniques to video frame successions for object 

tracking. Filter characteristics are concentrated through the data feature cased successions and put away by their key 

point descriptors. Each one key point allocates 4 parameters, which are 2D area (x direction and y coordinate), 

introduction and scale. Each one item is followed in another feature edge grouping by independently thinking about 

each one characteristic point found from the new feature casing arrangements to those on the interested object. The 

Euclidean separation is presented as a comparability estimation of characteristic characters. The applicants could be 

safeguarded when the two characteristic’s Euclidean separation is bigger than the edge specified past. So the best 

matches could be selected by the parameters esteem, in the other path, consistency of their area, 
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Fig. 5 GUI Window input image  

FEATURE EXTRACTION: Large amounts of data are used to represent an image, so the analysis of an image needs 

a large amount of memory and thus takes more time. In order to reduce the amount of data, an image is represented 

using a set of features. Feature extraction is a primitive type of pattern recognition and it is very important for pattern 

recognition. This step extracts some features such as color, shape, and texture. Features contain the relevant 

information of an image and will be used in image Processing (e.g. searching, retrieval, storing). It  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 GUI detected image 

Decomposes into two parts, feature construction and feature selection. Features are divided into different Classes based 

on the kind of properties they describe. Some important features are as follows. From a mathematical viewpoint the 
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color signal is an extension from scalar signals to vectoamr-signals. The color can be represented by an average color 

(three scalars) or a color histogram (three functions). Color features can be derived from a histogram of the image. The 

multi-dimensional histogram is used for the multi-color image from a brightness histogram, the color features are 

derived as RGB components. 

  

Fig 7 GUI detected image 

This module also detects the face of object in the detected face region and transforms and resizes the face. The feature 

extraction module is used to create the face representation.  

 

Fig 8 GUI Result Window 
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CLASSIFICATION :The goal of a classifier is to compare the features of a test face image with those of the template 

and give the final decision in terms of some similarity measures. For face identification, the most widely used classifier 

is the Nearest Neighbor (NN) classifier. An important issue for designing the NN classifier is how to measure the 

similarity. A direct way is to measure how similar the two compared images are. Another possible way is to compute 

the distance between the two image features. 

 

Fig 9 feature value Window 

 
Fig 10 GUI smile image 

The last confidence measure module is dedicated to identifying whether the recognition result is correct or not followed 

by classifier.  
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Fig 11GUI Result Window 

Module is used to select the most representative face vectors in order to create a precise face model the algorithm implemented 

within this module  

 

IV. CONCLUSION 

Object detection and tracking is an important task in computer vision field. In object detection and tracking it consist of two major 

processes, object detection and object tracking. Object detection in video image obtained from single camera with static background 

that means fixing camera is achieved by background subtraction approach. In this thesis, we tried different videos with fixed camera 

with a single object and multiple objects to see it is able to detect objects. Motion based systems for detecting and tracking given 

moving object of interest can be created. Using SIFT feature extraction first feature of the object and the frame has detected to match 

the interested object. Since for feature extraction, SIFT algorithm has been used so tracker is invariant to representation of interested 

object we proposed a model mainly improve the current work and find that the local facial features and expressions are correlated. 

We divide the facial area on the basis of the cognitive neurological theory to recognize and compare with the theory. It is conducive 

to the future expressions recognition with the existence of occlusion and other complex conditions. We use LBP codes to describe 

the images and take into account the distances between the points of the image distribution in binary space that can’t be measured 

directly in European distance. Finally, the basic emotion classification model and the circumflex emotion model based on dimension 
space theory are discussed and contrasted. 

Table 1.Confusion Matrix and Automatic Facial Expression Recognition Performance  

 

 

 

 

 

 

 

 

 

 Normal Cool Surprise Closed 

Mouth 

Smile 

Normal 20 05 0 0 0 

Cool 2 25 0 1 0 

Surprise 0 1 25   

Closed 

Mouth 

1 0 0 24 4 

Smile 0 0 2 1 25 
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