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ABSTRACT: User-generated texts such as reviews are valuable sources of emotional information. Therefore, the rating of 

a review is one of the reliable factors for all users to read and trust the reviews. User comments are important for 

recommender systems because they include various types of emotional information that may influence the correctness or 

precision of the recommendation. A deep learning model is used to process user comments and to generate a possible user 

rating for user recommendations. The system uses sentiment analysis to create a feature vector as the input nodes. Next, the 

system implements noise reduction in the data set to improve the classification of user ratings. A deep belief network and 

sentiment analysis (DBNSA) achieves data learning for the recommendations. The user rating prediction is obtained from 

the output layer of the DBN. The timeline is also an important factor since users are affected by their previous experience 

with similar products or services. The timeline is also one of the factors used in dealing with the cold-start problem user. 
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I. INTRODUCTION 

Machine learning has received greater attention with the success of deep learning. Deep learning can create deep models of 

complex multivariate structures in structured data. Deep in many fields, with significant successes in many applications. 

Convolution neural networks[1], deep belief networks (DBNs)[2], and many other approaches have been proposed to 

enhance the abilities of deep structure networks. 

 

The emotional context in recommender systems[6], arguing that emotions are crucial for users' decision making in the 

recommendation process. Users usually transmit their decisions together with emotions. SenseNet using a linguistic tool to 

identify the polarity values of words. In this approach, using WordNet, they manually assign a numerical value to some 

verbs, adjectives, and adverbs. They then detect their polarity values using ConceptNet. 

 
DBNSA method is using user comments to classify user ratings. User ratings are determined by the numerical value in 

which the users give to a product or service. Generally, there are two types of classifiers, discriminative and generative. 

Discriminative classifiers build a function from an input set to a class label. Generative classifiers make a model of a joint 

probability and predict the class label of an input instance. The DBN and sentiment analysis (DBNSA) method is a 

discriminative classifier, which predicts the rating probability from a word vector generated by WordNet[10] sentiment 

analysis and then uses deep learning to train a model to predict the rating. Many methods for classifying user ratings have 

been proposed, including libSVM and multilayer perceptron (MLP). DBNSA model toenhance deep learning classifier 

capability through preprocessing and compare our results to baseline methods such as the libSVM and MLP algorithms. 

 
The data set consists of a set of users, U = u1, u2, . . . , um and a set of businesses, Bu = bu1, bu2, . . . , bun, where m is the 

number of users, and n is the number of businesses. A rating for each business or product bu j by user ui is expressed by 

ratings R = R[U, BU]mxn. This matrix R denotes the rating of userui on business or product bu j where i is an index of the 

user and j is an index of businesses. The elements of R could be any number in the range of 15, as it was collected from the 

database. 
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The timeline is also an important factor since users are affected by their previous experience with similar products or 

services. The timeline is also one of the factors used in dealing with the cold-start problem user. Another timeline could 

contain information to help solve the cold-start problem. 

II. RELATED WORK 

 

Feature Selection Methods 

 
Feature Selection methods can be divided into lexicon-based methods that need human annotation, and statistical methods 

which are automatic methods that are more frequently used. Lexicon-based approaches usually begin with a small set of 

seed words. Then they bootstrap this set through synonym detection or online resources to obtain a larger lexicon. The 

feature selection techniques treat the documents either as a group of words (Bag of Words (BOWs))[5] or as a string that 

retains the sequence of words in the document. BOW is used more often because of its simplicity for the classification 

process. The most common feature selection step isthe removal of stop-words and stemming (returning the word to its stem 

or root i.e. flies fi fly) 

 

Sentiment Classification Techniques 

 

Sentiment Analysis learns the positivity or negativity of products or services from user comments. Sentiment Analysis is 

based on an opinion lexicon. An opinion lexicon is a dictionary[11] containing words, which express the polarity of words 

through positive or negative Sentiments, such as happy, good, bad, or disgusting. These opinion words are used in 

Sentiment Analysis as the key indicator to calculate the opinion of the user. 

 

Sentiment Analysis learns the positivity or negativity of products or services from user comments. Sentiment Analysis is 

based on an opinion lexicon. An opinion lexicon is a dictionary containing words, which express the polarity of words 

through positive or negative Sentiments, such as happy, good, bad, or disgusting. These opinion words are used in 

Sentiment Analysis as the key indicator to calculatethe opinion of the user. Y. Choi and C. Cardie [1] Introduced heuristic-

based methods for determining the polarity of a Sentiment bearing expression. Each as-sesses the polarity of the words or 

constituents using a polarity lexicon that indicates whether a word has positive or negative polarity, and finds negators in 

the given expression using a negator lexicon. The methods then infer the expression-level polarity using voting-based 

heuristics or heuristics that incorporate compositional semantics. The lexicons are described Compose first checks whether 

the first argumentis a negator, and if so, flips the polarity of the second argument. Otherwise, Compose resolves the 

polarities of its two arguments. Note that if the second argument is a negator, do not flip the polarity of the first argument, 

because the first argument,in general, is not in the semantic scope of the negation. Instead, the second argument as a 

constituent with negative polarity. Experiment with two variations of the Compose function depending on how conflicting 

polarities are resolved: COMPOMCuses a Compose function that defaults to the Majority Class of the polarity of the data, 

while COMPOPR uses a Compose function that selects the polarity ofthe argument that has higher semantic Priority. For 

brevity, we refer to COMPOPR and COM-POMC collectively as COMPO. 

 

Phrase Dependency Parsing 

 

Y. Wu, Q. Zhang, X. Huang, and L [2] Introduced a Dependency grammar is a kind of syntactic theories presented. 

Independency grammar, the structure is determined by the relation between a head and its dependents. In general, the 

dependent is a modifier or complement; the head plays a more important role in determining the behaviors of the pair. 

Therefore, criteria of how to establish dependency relationsand how to distinguish the head and dependent in such relations 

are a central problem for dependency grammar. There are seven pairs of dependency relationships, depicted by seven arcs 

from heads to dependents. the mainstream of dependency parsing is conducted on lexical elements: relations are built 

between single words. A major information loss of this word-level dependency tree compared withthe constituent tree is 

that it doesn’t explicitly provide local structures and syntactic categories of phrases. On the other hand, the dependency tree 

provides connections between distant words, which are useful inextracting long distance relations. 

http://www.ijirset.com/


International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

         | e-ISSN: 2319-8753, p-ISSN: 2320-6710| www.ijirset.com | Impact Factor: 7.512| 

||Volume 9, Issue 7, July 2020||  

IJIRSET © 2020                                                      |     An ISO 9001:2008 Certified Journal   |                                                   5556 

 

 

III. METHODOLOGY 

 

The system begins by extracting user comments from the data set. The system applies word stemming to stem all the 

words from the sentences in the user comments. We used a sentiment analysis word dictionary of positive and negative 

opinion words and the bag of words algorithm to count the words. The 50-D input vector is created from the WordNet 

sentiment analysis. 

Pre-processing refers to the transformations applied to our data before feeding it to the algorithm. Data Pre-processing 

is a technique that is used to convert the raw data into a clean data set. In other words, whenever the data is gathered 

from different sources it is collected in raw format which is not feasible for the analysis. For achieving better results 

from the applied model in Machine Learning projects the format of the data has to be in a proper manner. Some 

specified Machine Learning model needs information in a specified format, for example, Random Forest algorithm 

does not support null values; therefore to execute random forest algorithm null values have to be managed from the 

original raw data set. Another aspect is that the data set should be formatted in such a way that more than one Machine 

Learning and Deep Learning algorithms[22] are executed in one data set, and the best out of them is chosen. 

GloVe[13], coined from Global Vectors, is a model for distributed word representation. The model is an unsupervised 

learning algorithm for obtaining vectorrepresentations for words. This is achieved by mapping words into a meaningful 

space where the distance between words is related to semantic similarity. Training is performed on aggregated global 

word-word co-occurrence statistics from a corpus, and the resulting representations showcase interesting linear 

substructures of the word vector space. It is developed as an open-source project at Stanford. As thelog-bilinear 

regression model for unsupervised learning of word representations, itcombines the features of two model families, 

namely the global matrix factorization and local context window methods. 

The gloVe can be used to find relations between words like synonyms, company - product relations, zip codes, and 

cities, etc. It is also used by the spacy model to build semantic word embeddings/feature vectors while computing the 

top list words that match with distance measures such as Cosine Similarity and Euclidean distance approach. It was 

also used as the word representation framework for the online and offline systems designed to detect psychological 

distress in patient interviews. The open-source knowledge graph Weaviate uses a GloVe based vectorization model to 

store data objects. It requires that the input data be integer encoded so that each word is represented by a unique 

integer. This data preparation step can be performedusing the Tokenizer API also provided with Keras. The Embedding 

layer is initialized with random weights and will learn an embedding[14] for all of the words in the training dataset. 

The Embedding layer is defined as the first hidden layer of a network. 

 
Fig 1: An architecture of the overall system 

 

Deep Belief Networks consist of multiple layers with values, wherein there is a relation between the layers but not the 

values. The main aim is to help the system classify the data into different categories. The First Generation Neural 

Networks used Perceptrons which identified a particular object or anything else by taking into consideration weight or 

pre-fed properties. However, the Perceptrons[21] could only be effective at a basic level and not useful for advanced 

technology. To solve these issues, the Second Generation of Neural Networks saw the introduction of the concept of 

Backpropagation in which the received output is compared with the desired output, and the error value is reduced to 

zero. Support Vector Machines created and understood more test cases by referring to previously input test cases. Next 

came directed cyclic graphs called belief networks which helped in solving problems related to inference and learning 

problems. This was followed by Deep Belief Networks[16] which helped to create unbiased values to be stored in leaf 

nodes. The first step is to train a layer of properties which can obtain the input signals from the pixels directly. The next 

step is to treat the values of this layer as pixels and learn the features of the previously obtained features in a second 
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hidden layer. Every time another layer of properties or features is added to the belief network, there will be an 

improvement in the lower bound on the log probability of the training data set. 

 

 

 
Fig 2: Deep Belief Networks. 

 

The Test Dataset is only used once a model is completely trained(using the train and validation sets). The test set is 

generally what is used to evaluate competing models. It includes only input data, not the corresponding expected 

output. The testing data is used to assess how well your algorithm was trained, and to estimate model properties. The 

test dataset is a dataset used to provide an unbiased evaluation of a final model fit on the training dataset. 

Prediction is the last step where the input is the text file that the user is uploaded. The input text file is pre-processed, 

trained, and classified to obtain theintent/domain. Based on the intent/domain identified, the sentences are loaded from 

the trained dataset. Accuracy is defined as the percentage of correct predictions for the test data. It can be calculated 

easily by dividing the number of correct predictions by the number of total predictions. 

IV. EXPERIMENTAL RESULTS 

 

Input Feature Vector 

 

In this section,  describe the distribution of positiveand negative words that appear in user comments.Extracted all 

opinion words from user comments and used the GloVe algorithm to count the opinion words. Fig. 4 shows the 

distribution of negative words. Figs. 6 and 7 are created from the statistical bag of words, for which the index of words 

is opinion words from the sentiment analysis dictionary. There are 266 positive and 226 negative opinion words. For 

example, positive opinion words are ”good,” ”great,” and ”nice.” Negative opinion words are ”never,” ”bad,” and 

”old.” As described in our proposed methodology section, we use a 50 dimension feature vector as our input node. Fig. 

3 shows that most positive opinion words fall within the first 50 words, while Fig. 4 shows that there are less than 50 

negative opinion words. To make the input feature vector less sparse, we consider the minimum value which that is 

significant for use as Fig. 4. Distribution of negative words. input vector.  Take 25 dimensions from positive and 

negative opinion words as our input vector. 

 
Figures shows the results of Distribution of positive and negative words. (a) shows the distribution of positive  words (b) is the image of Distribution 

of negative words. Take 25 dimensions from positive and negative opinion words as our input vector. 

 

V.  

 

 

 

 

                   (a)                                                                                  (b)                                                        
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Experimental Results with Data Set 

 

Table 1 gives the comparison of the test data in the test data set, which comprises 30% of the data.  Test the trained 

model across all methods with the test data. The prediction of user rating is measured by accuracy. Find that the 

DBNSA has the best value among the baseline methods for the YELP data set. The YELP dataset distribution has more 

good impression user ratings. This means that DBNSA is very good at predicting the convergence distribution for data, 

which has more convergence features intoone of its classes In the Amazon data sets, which are more similar to each 

other than to YELP, the DBNSA still yields better results than the other baseline methods but does not perform as well 

as with the YELP data set. These two data sets have more neutral impressions (three-star ratings) than the YELP data 

set. In the Amazon data set, DBNSA has the best accuracy value,75.85%, followed by CNN with 65.87%.  

 

 
Table 1 gives a comparison of Results between methods. The prediction of user rating is measured by accuracy. The DBNSA has the best value 

among thebaseline methods for the different data set. 

 

 

 
 

Table 1 : Comparison of results between methods. 

 

Table 2 gives a comparison of Results between datasets. The prediction of user rating is measured by accuracy in 

Epochs. The Timeline comments used Dataset has the best accuracy among the DBNSA method for the different data 

sets 

 
 

Table 2: Comparison of accuracy results between datasets. 

 

VI. CONCLUSION  

 

A deep learning model is used to process user comments and to generate a  possible user rating for user 

recommendations. The system uses sentiment analysis to create a feature vector as the input nodes. Next, the system 

implements noise reduction in the data set to improve the classification of user ratings. A deep belief network and 

sentiment analysis (DBNSA) achieves data learning for the recommendations. The user rating prediction is obtained 

from the output layer of the DBN. The timeline is also an important factor since users are affected by their previous 

experience with similar products or services. The timeline is also one of the factors used in dealing with the cold-start 

problem user. 
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