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ABSTRACT:  The development of the web in past few years has created a lot of challenge in this field. The new 

work in this field is the search of the data in a search tree pattern based on tree. Various sequential mining algorithms 

have been devoloped till date. Web usage mining is used to operate the web server logs, that contains the navigation 

history of the user. Recommendater system is explained properly with the explanation of whole procedure of the 

recommendater system. The search results of the data leads to the proper ad efficient search. But the problem was 

the time utilization and the search results generated from them. So, a new local search algorithm is proposed for 

country- wise search that makes the searching more efficient on local results basis. This approach has lead to an 

advancement in the search based methods and the results generated. 
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I. INTRODUCTION 

 

Data mining is an extension of traditional data analysis and statistical approaches. In addition it integrates analytical 

techniques taken from a range of disciplines including, but that is not limited to pattern matching numerical analysis, 

and areas of artificial intelligence such as neural networks, genetic algorithms and machine learning, [1]. 

       The Internet has grown into a gold mine that comprises or dynamically generates information beneficial to E-

businesses With the help of rapid growth in sources information available on the World Wide Web(www) and the 

rapidly growing pace of adoption to Internet commerce[2]. 

       Web mining can be classifies as the discovery and analysis of useful information derived from the World Wide 

Web(WWW), which is based on different ways to gather information and different emphasis. Web Usage Mining 

can be determined as the discovery and analysis of user access patterns, by associated data from a specific Web site 

and mining of log files. 

      Web usage mining can be accomplished first by reporting visitors traffic information based on Web server log 

files and other source of traffic data (as discussed below). Web server log files were utilized initially by the system 

administrators and webmasters for the purposes of “what kind of errors are being generated, how much traffic they 

are getting and how many requests fail”, etc. Though, Web server log files can also trace and record the visitor‟s on-

line behavioral aspects. For example, after some basic traffic analysis, the log files can help us to answer questions 

such as “What pages are the most and least popular? from which search engine are visitors coming?”[3]. Web log 

file is one way to gather Web traffic data. The another way is to “sniff” TCP/IP packets as they cross the network, 

and to “plug in” to each Web server.After the Web traffic data is gained, it may be combined with other relational 

databases, over which the implementation of data mining techniques can be done. 

Recommender system is a subclass of filtering information system that pursue to predict the 'rating' or 

'preference' that user would give to an item. Recommender systems have become extremely common in recent 

years, and can be applied in a variety of applications. The most popular ones are probably music, books, news, 

research articles, movies, music, news, books, research articles, search queries, social tags, and products in general. 

 

II. WEB MINING 

Web can be explained as a complex system with interconnected elements and mining is the process to extract 

information or data, so web mining is the process of data extraction from this interconnected system. Web mining 

can be separated into three different types – Web usage mining, Web content mining and Web structure mining [4]. 

A. Web Content Mining 

It refers to mine the information from weblog or record set. In this technique content like picture text and graphs 

are scanned to find out the significance of the content from the requested query. Web page Content mining is a 
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traditional search process of web page via content [5]. 

B. Web Structure Mining 

This technique refers to mine the information from the linkage structure of the Webpage then this linkage 

information is used to capture the list of interesting patterns. Web Structure mining mines the structures like HTML 

or XML tags and extracts information from the actual organization of the pages. To give weight to the page, it uses 

interconnections between web pages [5]. 

C. Web Usage Mining 

This is the application of data mining techniques. Web Usage miming refers to discover interesting usage patterns 

from Web data in order to understand and better serve the requirements of Web-based applications. Web usage 

mining refers to mine the information gathered from the web access behavior of the customers at the same time as 

they are investigating and skimming through the Web[6]. Web usage mining is the application of data mining 

techniques to appreciate the web usage patterns. It mines data from logs, cookies, bookmarks, , scrolls, mouse 

click, user sessions, user profiles, user queries etc. The three phases of web usage mining are preprocessing, pattern 

discovery, and pattern analysis [6]. 

 

 

                                                   Fig. 1: Web Mining Classification 

 

Sequential pattern is a sequence of itemsets that frequently occurred in a specific order, all items in the 

same itemsets are supposed to have the same transaction time value or within a time gap. 

 

III. PROCEDURE OF RECOMMENDATION SYSTEM 
 

Recommender systems now became famous commercially and in the research community, where many approaches 

have been recommended for providing recommendations. In numerous cases a system designer desires to employ a 

recommendation system must choose between a set of candidate approaches. A first step towards choosing an 

appropriate algorithm is to resolve which properties of the application need focus upon when making this choice. 

Indeed, recommendation systems have a variety of properties that may affect user experience such as scalability, 

accuracy, robustness, and so forth. Recommender systems are having the effect of guiding users in a personalized 

way as the useful and interesting objects in a large space of possible options [7]. As the input Recommendation 

algorithms are using customer‟s interests to generate a list of recommended items. Amazon.com, uses 

recommendation algorithms to personalize the online store for each n every customer [8]. Recommending items 

related issues has been studied extensively and mainly the two paradigms have emerged. First is Content-based 

recommendation systems that tries to identify recommend items similar to those a given user has liked before in the 

past, whereas the second systems designed recommendation systems, according to the collaborative recommendation 

paradigm identifies those users whose preferences are similar to the given user and recommend items they have 

liked [9]. 
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A. Types of Recommendation System: 

1) Content-Based Recommendation System: 

The system learns to those recommend items that are similar to the ones that the user liked in the past. The similarity 

of items is calculated based on the features associated with the compared items. For example, if a user has positively 

rated a movie that belongs to the comedy genre, then the system can learn to recommend other movies from this 

genre. The overview of content based recommender systems, imposing some order among the extensive and 

diverse featuresinvolved in their design and implementation. Content-based Recommendation system discusses 

trends and the future research which might lead towards the next generation of recommender systems. 

Collaborative filtering: The simplest and original implementation of this approach [10] recommends to the active 

user the items that other users with similar tastes liked in the past. The similarity in taste of two users is calculated 

based on the similarity in the rating history of the users. This is the reason why [11] refers to collaborative 

filtering as “people-to-people correlation.” Recommendation procedure is partitioned into following steps:- 

1) Collect Web logs 

2) Apply pre-processing 

3) Prepare processed data base 

4) Apply Pattern mining algorithm 

5) Construct Pattern tree 

6) Recommendation rule generation 

a) Web logs: 

First we will collect Web logs (Web server access Log) of any Web-site. Web logs are the text file (ASCII) files 

contain information about user IP Address, User Name, URL that Referred, Access Request, Time Stamp; error 

codes etc. and generally resides in the web servers. 

b) Apply Preprocessing: 

First step is preprocessing. Preprocessing need to be carried out before performing web mining calculations on the 

Web server logs. 

B. Preprocessing comprises of following methods [12]: 

1) Data Cleansing: 

   During data cleansing process Irrelevant records are eliminated. Since the target of web usage mining is to 

retrieve traversal   pattern, following two kinds of records found unnecessary and should be removed: 

1) The records having suffixes for filename as GIF, JPEG, CSS. 

2) While examining the web log for status field of every record, it eliminates the record with status code range 

more than 299 and below then 200. 

 

2) User and Session Identification: 

   It‟s aim is to extract different user sessions from the original web access log. 

1) If all the IP addresses are same, different users could be found by user agents and client IP address indicated 

by the different operation systems and browsers. 

2) If all of the browsers, IP address, and operating systems are same, information related to referrer should be 

taken into account. The ReferURI is checked, new user‟s session is identified if the URL in the ReferURI is 

„-‟ indicates that field hasn't been accessed before. 

 

3) Content Retrieval: 

   It retrieves content derived from user‟s query request i.e. 

cs_uri_query.forEg:Query:http/1www.cs.depaul.edu/courses 

/syllabus.asp?course=323-21-603&q=3&y=2002&id=671. Retrieve the content such as syllabus/courses.asp which 

helps in fast searching of unvisited pages i.e; pages of another user‟s which are similar to user‟s interest. 

 

4) Path Completion: 

It should be used for obtaining the complete user access path. If in the begning of session, Referrer as well 

URI hassome data value, eliminate value of Referrer with addition of „-„. 

 

5) Prepare processed data base 

The database which was preprocessed is now formatted and stored in the database. The data which is stored is now 

in the cleaned form and in well representable form. 

 

 

http://www.ijirset.com/
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6) Apply Pattern mining algorithm 

Pattern mining algorithm deal with the processed data base. Processed data base is capture by the pattern mining 

algorithm for the generation of frequently accessed pattern. 

7) Construct Pattern tree 

Frequently accessed patterns construct a pattern tree (nodes of the tree are represented by frequently accessed 

patterns) for the recommendation rule generation. Sequence of pattern tree can be matched with the current access 

sequence of the user and then generate recommendation rule. 

 

8) Recommendation Rule Generation 

For the recommendation, we will apply Algorithm to the log data to capture the list of frequently used items in the 

form of sets, then Calculate the Confidence and Support for different url of a website [13]. Then on the basis of the 

frequent data item list we will recommend (i.e. suggestion) a page to the user which is the best match of the user 

query. 

 

IV. SEQUENTIAL PATTERN MINING ALGORITHMS 
 

This algorithm was first introduceded by R. Agrawal and R. Srikanth [14]. To reduce the search space for finding 

frequent sequence they both have also proposed a generalized algorithm for sequential pattern mining GSP [15]. 

Closed itemset mining and Sequential pattern mining are associated with Closed sequential pattern mining. From a 

sequential database, total set of sequential patterns are discovered by sequential pattern mining . 

A brief summary of the is given below with the help of flow diagram.

 
                                                      Fig. 2: Sequential Pattern-Mining Algorithms 

 

 

On the basis of Apriori method algorithms such as SPAM [16], SPADE [17], and GSP were developed. 

Apriori-based methods use candidate generate-and-test framework, to make use of the downward closure property. 

Algorithms like FreeSpan [18] and PrefixSpan [19] were developed based on pattern-growth model. Algorithms 

like Pattern-growth follows an incremental mechanism for generating construct projections and possible frequent 

sequences of the database for reducing the search space. 

The sequential pattern mining efficiency is increased with the help of algorithms like SPAM, SPADE and 

PrefixSpan, in terms of time and space complexity. SPAM and PrefixSpan work on depth-first search where as 

SPADE work with breadth-first search. The sequential pattern are generated using a simple join on id-lists, SPADE 

uses vertical data format but Prefix Span uses horizontal data format with pattern growth model. Spam has the 

advantage that it runs faster then SPADE and Prefix due to use of vertical bitmap representation but it also comes 

up with drawback of more memory consumption. 

Closed itemset mining technique was developed to generate closed itemset with no supersets of same set. 

Closed itemset mining generates smaller set of results as compared to frequent itemset mining. Close [20] mines 

closed itemsets and is based on Apriori approach. At first Close employs bottom-up search and then calculates the 

closure of all generators. 

FPclose[21] mines closed itemsets and is based on FP-growth method. During the mining process, 

frequency count of whole dataset store by FPtree used by FPclose. FPclose uses another data structure i.e. Closed 

Frequent Itemset tree by   traversing all closed itemsets, to examine the closure of a frequent itemset as well as to 

http://www.ijirset.com/


  

International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

                                          |e-ISSN: 2319-8753, p-ISSN: 2320-6710| www.ijirset.com | Impact Factor: 8.423| A Monthly Peer Reviewed & Referred Journal | 

|| Volume 12, Issue 8, August 2023 || 

| DOI:10.15680/IJIRSET.2023.1208083 |   

IJIRSET©2023                                                            |     An ISO 9001:2008 Certified Journal   |                                            11141  

 

decrease the search space and the no of subset testing actions. 

CLOSET[22] and CHARM [23] uses space efficient depth first search. To generate compressed database 

representation to mine closed itemset, FP tree is used by CLOSET where as CHARM uses compact vertical tid list 

structure also known as diffset. 

CLOSET+[24] mines closed itemsets by using item skipping and subset-checking techniques. Item 

skipping technique speed up the mining by pruning the search space. While subset-checking technique performs the 

closure- checking and reduces the memory consumption. The CLOSET+ performs better from CLOSET and 

CHARM in terms of scalability , execution time and memory usage. 

Now the recent focus in sequential pattern mining has been diverted from mining the complete set of 

sequential patterns to mine the closed sequential patterns for achieving a more compact output set with better 

efficiency. A pattern is a closed pattern if it does not have any super pattern with the same support. 

For closed sequential pattern mining the two well known algorithms are CloSpan [25] and BIDE [26]. 

Both these techniques uses PrefixSpan framework. As the above closed itemset mining techniques, CloSpan also 

uses a candidate maintenance-and-test paradigm. The mining is done in two phases. In the first phase CloSpan 

generates a closed sequential pattern candidate set and keeps in a prefix sequence lattice where as in second phase, 

it eliminates non closed sequential patterns by performing post pruning. It uses an efficient search space pruning 

method, known as equivalence of projected databases. It performs subsequence/ supersequence checking 

efficiently by using the size of the projected databases as the hash key. 

CloSpan produces minimum number of patterns compared to sequential pattrn mining while preserving 

the same expressive power and runs faster than PrefixSpan.CloSpan is not scalable because it performs under 

candidate maintenance-and-test paradigm. In CloSpan large amount of closed sequential pattern candidates will 

consume more memory space utilization and it leads to large search space for checking new pattern of closure, 

particularly low support threshold values or long patterns. 

BIDE generated closed sequential patterns without maintaining candidates. The Non closed sequences are 

eliminated by using BI-Directional Extension closure checking scheme. Search Space is pruned by the BackScan 

pruning method. It consumes less memory and runs faster compared to previously announced closed sequential 

pattern mining techniques, specially when the support is minimum. Scalability is better compared to previous 

techniques. 

FMCSP [27] uses breadth first search techniques and generate output on frequent closed patterns online. It removes 

the drawback of the candidate maintenance-and- test paradigm and generate more search space in compared to 

closed pattern mining algorithms explained above. It uses equivalence class to reduce the runtime. 

 

V. RELATED WORK 
 

As of late, to forecast navigation patterns of users and their inclination, many Web Usage Mining systems have been 

proposed. In this section we review some of the research work related to web recommendation. 

S.Vijayalakshmi et al [28] proposed a new technique for frequent sequential pattern (FSP) mining, named as 

AWAPT (Adaptive Web Access Pattern Tree). To efficientl store all the sequences that contain a given item, it 

combines Suffix tree and Prefix tree together. During the mining, AWAPT removes recursive reconstruction of 

intermediate WAP tree by transmitting the binary codes to every node of it. To improve the efficiency of AWAPT, 

an attempt has been done to its approach. AWAPT completely removes the requirements to engage in numerous 

reconstructions of intermediate WAP-trees during mining and considerably decreases execution time. 

Jian Pei et al [29] done survey about the problemetic mining access patterns from Web logs efficiently. 

They have introduced a novel data structure for effcient mining of access patterns from pieces of logs, and termed as 

Web access pattern tree, or WAP-tree in short. it stores extremely compressed critical information for access pattern 

mining. And they facilitates the development of novel algorithms for mining access patterns in large set of log 

pieces. This algorithm can efficiently extracts access patterns from web logs. 

Pragya Rajput, Joy Bhattacharjee, Roopali Soni[30] proposed work helps personalize the website according 

to users, country being its analytical parameter(“ web personalization is a action that tailors the web experience to 

any individual or several users “).Distinctive IP address are provided by every internet user by the Internet Service 

Provider. Every region has some specific Internet service provider. For example, in India BSNL is the major ISP. 

 

VI. PROPOSED WORK 
 

It is a good practice if we provide a list of recommendation or suggestion to the users related to their search query, 

for making effective search when they interact with the web.Frequency is calculated on the basis of popularity of 

the searched keyword and popularity is calculated with the help of analysis of web log. In this paper we propose an 

http://www.ijirset.com/
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approach for the recommendation that uses pattern mining apriori algorithm for finding frequently access pattern. 

Apriori algorithm generates a list of frequently accessed patterns. The frequently accessed patterns are find out on 

the basis of the local country-wise search algorithm implemented. Then with the help of frequently accessed patterns 

construct a pattern tree (nodes of the tree are represented by frequently accessed patterns) for the recommendation 

rule generation. Diverse estimation procedures like Precision, applicability and satisfibility are considered to 

compute the performance of the system. 

A. Sequential Pattern Mining 

Generally, every line of web logs (one access record) comprises the following key information: requested URL, 

and HTTP status code, client IP address, date-timestamp, user ID. Prior to applying sequential pattern mining, 

Preprocessing must be done on the web logs. The main data preprocessing techniques used here containing session 

identification and user identification as well as data cleaning. 

Sequential pattern mining is an significant subject of data mining which is broadly applied in several zones [31]. 

Generally, sequential pattern mining is defined as the determination of whole set of frequent subsequences in a set 

of sequences [32, 33]. Sequential pattern can be explained as the sequence of itemsets that frequently appear in a 

specific order, such that, all items in that same itemset are expected to have the same transaction time value or 

within a time gap. 

In our proposed work, closed sequential pattern algorithm has been explained like this:- 

1) Algorithm 1: Call_Seq() 

 

B. Pattern tree construction 

A Pattern-tree model is proposed for storing sequential web access patterns compactly, so that it can be used for 

matching with a user‟s current access sequence and generating recommendation rules more efficiently in the 

Recommendation Rules Generation component. In general, the set of sequential web access patterns can be treated 

as a set of strings over a finite alphabet E (the set of unique access events). Sometimes, the edges of a Tree are 

labeled instead of the nodes, but nevertheless refer to the same structure in either case. 

The procedure for constructing the pattern tree in the proposed system is as follows:1) Algorithm 2: Call_PTC() 

 

 

C. Recommendation Rule Generation 

It‟s elements searches for the optimum-matching access path in the Pattern tree according to the user‟s existing 
access sequence. In general, as longer the user‟s existing access sequence is, the lower the probability is of 

extracting the matching path from the Pattern-tree. Some initial items can be eliminated to make the current access 

sequence shorter than the depth of the Pattern-tree before the sequence matching process begins. 

D. Generation of Recommendations for User Access Sequences 

The constructed pattern tree is used for matching and generating web links for recommendations for user access 

sequences. For instance, the proposed system provides recommendations R for user web access sequences <xy> and 

<zx> as follows: 

1) Case 1: 

The constructed pattern tree is searched for sequential patterns with the presence of User‟s web access sequence 

http://www.ijirset.com/
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<xy>. In the pattern tree (shown in figure 3), next to the root node has the sequences <xyy: 2> and <xyz: 4> that are 

subset of given user web access sequence <xy>. So the postfixes of these sequential patterns i.e., <y> and <z> are 

given as recommendations to the user ( R = y: 2 and z: 4). 

2) Case 2: 

For user web access sequence <zx>, the pattern tree (shown in figure 3) is searched for  pattern with the 

presence of 

<zx>. As the pattern <zx> does not have any postfixes, it‟s child node i.e., <y> is provided as recommendations for 

the user ( R = y: 2). 

3) Algorithm 3: Call_Rec_rule_gen() 

 
The process of recommendation rule generation works n a particular algorithm that calls various algorithms within 

itself. 

The pseudo-code for the recommendation system proposed can be explained as below:- 

 
 

VII. PERFORMANCE EVALUATION 

A. Evaluation Measures 

Let S= x1,x2…xl,xl+1…can be a web access sequence. For the prefix sequence Sprefix = x1x2…xl (l ≥ 
MinLength), we generate a recommendation rule Rec_Rule = {s1, s2, …, sm} using the Pattern-tree, where all 

events are ordered by their support. If xl+1∈Rec_Rule, Recommendation rules are labeled as correct, and incorrect. 

If there exists xi∈Rec_Rule (l+1≤ i ≤ l+1+m, m>0), Recommendation rules are deemed as m-step satisfactory. 

Otherwise, labeled as m-step unsatisfactory. Let R_Rule = {Rec_Rule1, Rec_Rule2, …, Rec_Rulen} be a set of 

recommendation rules, where Rec_Rulei (1≤ i ≤n) is a recommendation rule. |R_Rule| = n is the total number of 

recommendation rules in R_Rule. We define the following measures. 

1) Definition 1: 

Let Rc be the subset of R_Rule consisting of all correct recommendation rules. The overall web 

recommendation precision is defined as 

     precision= |𝑅𝑐|/R_Rule 
This precision measures how probable a user will access one of the recommended pages. 

2) Definition 2: 

Time Utilization = the net time utilized by the algorithm to process the code. 

Where, R_Rule are total rules generated. 

Rc is subset of R_Rule which are correct rules. 

Rs is subset of R_Rule that consists of all satisfactory rules. 

http://www.ijirset.com/
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B. Results Analysis 

1) Base paper results 

Total number of records : 1560 

CountryNo CountryName 

1 United States 

2 India 

3 Brazil 

 

2) No. WebsiteName 

1) http://bluerobot.info/nw2/grigosikyfaheku 

2) http://buttons-for-website.com 

3) http://buttons-for-website.comhttp://buttons-for- 

4) website.com/ 

5) http://semalt.semalt.com/crawler.php 

6) http://texec.org 

7) http://texec.org/ 

8) http://texec.org/about.html 

9) https://www.megakin.com/ 

10) https://www.megakin.com/about.html 

11) https://www.megakin.com/contact.html 

Etc. 

        1) Step 1:- User is asked to input the search sequence 

http://www.ijirset.com/
http://bluerobot.info/nw2/grigosikyfaheku
http://buttons-for-website.com/
http://buttons-for-/
http://semalt.semalt.com/crawler.php
http://texec.org/
http://texec.org/
http://texec.org/about.html
http://www.megakin.com/
http://www.megakin.com/about.html
http://www.megakin.com/contact.html


  

International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

                                          |e-ISSN: 2319-8753, p-ISSN: 2320-6710| www.ijirset.com | Impact Factor: 8.423| A Monthly Peer Reviewed & Referred Journal | 

|| Volume 12, Issue 8, August 2023 || 

| DOI:10.15680/IJIRSET.2023.1208083 |   

IJIRSET©2023                                                            |     An ISO 9001:2008 Certified Journal   |                                            11145  

 

 

 
Elapsed time in tree creation 67.419610 seconds. 

3) Output_rule 
4) 25 3 

5) 25 3 
6) 25 3 

7) 25 3 

8) 25 3 

9) 25 3 

10) 28 3 

11) 28 3 

 

– Precision = 0.750000 

         Satisfaction = 0.375 

2) Step 2:- User is asked to enter the suffix that he wants to search. 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3) Step 3:- Then, user is asked to enter m-step satisfactory recommendation rules to be searched. 

4) – Elapsed time in tree searching 63.0953 seconds 
5) Proposed Paper Results 

CountryNo CountryName 

1) United States 

2) India 

3) Brazil 

http://www.ijirset.com/
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5) Country Name United States 

 

a)WebsiteNo WebsiteName 

1) http://buttons-for-website.com 

2) http://semalt.semalt.com/crawler.php 

3) http://texec.org/ 

4) http://texec.org/css/josefin-sans/stylesheet.css 

5) http://texec.org/services.html 

6) http://whois.domaintools.com/texec.org 

7) http://www.google.co.in/url 

8) http://www.google.com/m 

9) http://www.google.com/search 

10) http://www.google.com/url 

6) Country Name India 

a) WebsiteNo WebsiteName 

1) http://buttons-for-website.com 

2) http://buttons-for-website.comhttp://buttons-for- website.com/ 

3) http://semalt.semalt.com/crawler.php 

4) http://texec.org/ 

5) http://texec.org/about.html 

6) http://texec.org/contact.html 

7) http://texec.org/css/josefin-sans/stylesheet.css 

8) http://texec.org/hoc/ 

9) http://texec.org/http://texec.org/ 

10) http://texec.org/school/ 

 

Etc… for all the countries. 

Elapsed time is 20.627226 seconds. 

1) Step 1: User is asked to enter the country name first so as to search loacally. 
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2) Step 2: User is asked to input the sequence to be searched locally. 

 
3) Step 3: Enter the suffix for the local search. 

 
4) Step 4:- Then, user is asked to enter m-step satisfactory recommendation rules to be searched. 

 
7) Output_rule  

http://www.ijirset.com/
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 14 3 

 14 3 

 14 3 

 14 3 

 14 3 

 14 3 

 16 3 

 16 3 

Precision = 0.625000 

Satisfaction = 0.125 

Elapsed time in tree searching is 10.894232 seconds. 

 
VIII. CONCLUSION 

 

In this paper we have discussed about the sequential pattern mining and web mining. Various sequential mining 

algorithms have been developed that have been developed till date with all the pros and cons of every algorithm. 

Recommender system with various steps used in this system has also been discussed. A brief introduction to each 

algorithm has been discussed. 
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