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ABSTRACT:One of the most prevalent and disabling mental conditions that seriously influence society is stress and 

depression. The use of social networking to improve the detection of stress and depression may require automatic 

health monitoring systems. Sentiment analysis refers to the use of content mining and natural language processing 

techniques with the goal of identifying feelings or opinions. full of emotion Computing is the study and development of 

systems and equipment that can recognize, understand, process, and imitate human effects. Deep learning and 

sentiment analysis approaches could provide effective algorithms and frameworks for a target evaluation and 

observation of mental issues, particularly depression and stress. This research discusses the use of sentiment analysis 

and deep learning approaches for the detection and monitoring of stress and depression. Additionally, a fundamental 

foundation for a multimodal framework that integrates estimating investigation and extensive methods for processing 

feelings is given. This framework will be used to assess for stress and sadness. The paper specifically traces the 

fundamental problems and compares them to the framework's structure. 
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I. INTRODUCTION 

 

The richest source of human-generated text input is likely social media. Internet users' opinions, comments, and 

criticisms reveal their attitudes and feelings about subjects. This paper introduces a knowledge-based system that 

monitors users' emotional health in order to identify users who may be experiencing psychological problems, including 

sadness and stress. In most cases, these psychiatric disorders' symptoms are passively observed. The author contends 

that in this case, extracting online social behaviour provides a chance to actively recognize psychological disease at an 

early stage. Because the psychological aspects covered in the typical diagnostic criteria questionnaire cannot be seen by 

the registers of online social activities, diagnosing the disease might be challenging. 

 

 One of the most prevalent and incapacitating mental disorders, depression and stress also has a significant 

social influence. Currently, strategies for stress and depression identification and diagnosis rely on self-reporting along 

with the knowledgeable judgement of healthcare professionals. To enhance the performance of healthcare professionals 

and reduce healthcare expenses, it may be essential to provide efficient health monitoring systems and diagnostic tools. 

Sentiment and deep learning technologies may be able to aid with these goals by offering efficient tools and systems 

http://www.ijirset.com/


International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

                                                   |e-ISSN: 2319-8753, p-ISSN: 2347-6710| www.ijirset.com | Impact Factor: 8.118| A Monthly Peer Reviewed & Referred Journal | 

     || Volume 12, Issue 1, January 2023 || 

       | DOI:10.15680/IJIRSET.2023.1201096 |  

 

IJIRSET©2023                                                             |     An ISO 9001:2008 Certified Journal   |                                              570 

 

for impartial evaluation. These programs and tools could assist the decisions made by psychologists and psychiatrists 

rather than trying to replace them. 

 

 Our new and cutting-edge method for identifying psychological disorders does not rely on respondents' self-

reports of those psychological characteristics on surveys. Instead, suggest a machine learning technique for the 

detection of psychological disorders in social networks that makes use of the features gathered from the data of social 

networks to precisely identify potential disorders. In addition to analysing features of the two categories of psychiatric 

diseases, we analyse characteristics 2 and apply machine learning to huge data sets. 

 

II. MOTIVATION 

 

This study talked about how difficult it is to identify early-stage depression from user tweeting behaviour. We proposed 

a deep learning approach for evaluating the severity of depression using social media data. This study was motivated by 

the need to use social media to evaluate depression severity in real time so that appropriate therapy may be provided 

based on the degree of the depression. We developed a self-supervised relabeling method for a benchmark depression 

dataset, created a comprehensive set of discriminative depression-related user factors, and proposed an LSTM network 

to identify different levels of depressed Twitter users. The effectiveness of our method, which outperformed the other 

options for intensity estimate, was demonstrated by extensive studies on a standard dataset. 

 

III. LITERATURE SURVEY 

 

A. Hao, G. Pang et al, proposed based providing appropriate social support to prevention of depression for highly 

anxious sufferers. In this study, AI and DI follow the Gaussian distribution, according to the researchers. As a result, 

when clustering AD points, a GMM has been used. As a result, a number of useful clusters have been discovered, 

each with its own semantics and observations. Correlation analysis was used to evaluate the relationship between 

anxiety, depression, and SS. Based on the examination of real data sets, our findings imply that high-level SS can 

minimize the risk of depression in extremely stressed undergraduates. 

 

B. Pappa, V. Ntellaet al,proposed based“Prevalence of depression, anxiety, and insomnia among healthcare workers 

during the COVID-19 pandemic: A systematic review and meta-analysis.In this paper,our systematic review and 

meta-analysis provide a timely and complete synthesis of the available information, showing healthcare 

professionals' high rates of depression, anxiety, and insomnia. The findings can be used to quantify staff support 

needs and to inform tiered and personalized treatments that improve resilience and reduce susceptibility in 

pandemic situations. 

 

C. Anwaret al, proposed based Inferring location types with geo-social-temporal pattern mining. In this Study, Our 

systematic review and meta-analysis provide a timely and complete synthesis of the available information, showing 

healthcare professionals' high rates of depression, anxiety, and insomnia. The findings can be used to quantify staff 

support needs and to inform tiered and personalized treatments that improve resilience and reduce susceptibility in 

pandemic situations. 

 

D. Shen et al, proposed based “Depression detection via harvesting social media: A multimodal dictionary learning 

solution. The goal of this study is to use social media to diagnose depression in real time. This study uses a 

multimodal depressive dictionary learning method to detect depressed people in Twitter, using benchmark 

depression and non-depression datasets as well as well-defined discriminative depression-oriented feature groups. 

On a large-scale depression-candidate dataset, the researchers looked at the contribution of feature modalities and 

identified depressed users to uncover some underlying online behaviour differences between depressed and non-

depressed users on social media. 

 

E. Shenet al, proposed based  on Cross-domain depression detection via harvesting social media.The addressed the 

issue of using multi-source datasets to improve depression identification using social media in this work. A cross-

domain Deep Neural Network model with Feature Adaptive Transformation & Combination approach (DNN-FATC) 
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to transmit meaningful information across diverse domains is presented in Proceedings of the Twenty-Seventh 

International Joint Conference on Artificial Intelligence. 

.  

IV. EXISTING SYSTEM 

 

They previously gave a credible signal of the potential for the COVID-19 pandemic to impair the mental health of 

HCWs in earlier research. Furthermore, because all of the studies in our meta-analysis were cross-sectional, the long-

term effects of the COVID-19 pandemic on HCW mental health require further investigation. Flatency is a broad 

measure that can be used to solve any problem in which a system must quickly analyse a sequence of elements 

connected with an object and make a prediction about the object's class. They exclusively look at Flatency in the 

context of early depression identification on social media.To compare each model to the baseline, Wilcoxon's Signed 

Rank significance test was employed as before (vanilla BS). These compared the performance of three affective 

strategies: affective word embeddings as input, affective loss functions, and affectively diverse decoding, and showed 

how they might be combined.MDL, which covers both clinical depression criteria and online social media activities. 

Their multimodal depressive dictionary learning model approaches the problem as a binary classification problem, 

determining whether or not a user is depressed.For depression intensity measurement, MDL is combined with our 

labelling technique. 

 

V. CONCLUSION  

 

The goal of this study is to use social media to diagnose depression in real time. Mental health has been a major worry 

throughout the ongoing COVID-19 pandemic and frequent lockdowns. Using social media data, we suggested a deep 

learning method for estimating the severity of depression. This project intends to estimate the severity of depression in 

real time using social media in order to aid in correct therapy based on the severity of the depression. In a self-

supervised way, we built a relabelling technique for a benchmark depression dataset, designed a rich collection of 

discriminative depression-related variables for users, and proposed an LSTM network to detect depressed users of 

various levels on Twitter. Extensive studies on a standard dataset proved the performance of our method, which 

outperformed the other alternatives for intensity estimate. Our binary classification approach outperforms the existing 

binary classification method by more than 2% of the time. This research points in various promising directions for the 

future. For recognizing the spread of depression among social communities, it would be interesting to investigate the 

social network structure and user locations. The researcher will lead the development of automatic preliminary 

assessment methods based on social data in future study. 
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