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ABSTRACT: Air pollution poses significant health risks and necessitates the need for accurate air quality monitoring 

systems. This research paper focuses on predicting the Air Quality Index (AQI) using both regression and classification 

models. Various machine learning algorithms such as Linear Regression, Decision Tree Regressor, Random Forest 

Regressor, Logistic Regression, Decision Tree Classifier, Random Forest Classifier, and K-Nearest Neighbors 

Classifier were employed to estimate AQI based on pollutant concentrations of SO₂, NO₂, RSPM, and SPM. The 
performance of these models was evaluated using metrics like RMSE, R² score, accuracy, and Cohen's Kappa score. 

The results demonstrate the efficacy of the models in predicting AQI, with Random Forest models exhibiting superior 

performance in both regression and classification tasks. This study underscores the potential of machine learning 

techniques in enhancing the accuracy and reliability of air quality predictions, thereby contributing to better 

environmental management and public health policies. 
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I. INTRODUCTION 

 
Air pollution has emerged as a critical environmental issue, adversely affecting the health and well-being of 

populations worldwide. The Air Quality Index (AQI) serves as a vital indicator for reporting daily air quality levels to 

the public, translating complex air quality data into an understandable and actionable format. Accurate prediction of 

AQI is essential for timely warnings and the implementation of necessary measures to mitigate the impact of poor air 

quality. 

 

In recent years, machine learning techniques have gained prominence for their ability to analyze vast amounts of 

environmental data and provide reliable predictions. This study explores the use of various regression and classification 

algorithms to predict AQI based on the concentrations of key pollutants such as sulfur dioxide (SO₂), nitrogen dioxide 

(NO₂), respirable suspended particulate matter (RSPM), and suspended particulate matter (SPM). 
 

The primary objectives of this research are to evaluate the performance of different machine learning models in 

predicting AQI, identify the most effective algorithms for this task, and analyze the implications of these findings for 

environmental monitoring and public health. By leveraging the strengths of both regression and classification 

approaches, this study aims to provide a comprehensive analysis of the predictive capabilities of machine learning 

techniques in the context of air quality assessment. 

 

Researchers have recognized the detrimental effects of air pollution on historical monuments (Rogers 2019). Emissions 

from vehicles, power plants, factories, and agricultural activities contribute significantly to the increase in greenhouse 

gases, which negatively impact climate conditions and plant growth (Fahad et al. 2021a). These emissions also disrupt 

plant-soil interactions (Fahad et al. 2021b). Climatic changes affect not only humans and Quality Index (AQI) directly 

relates to public health, with higher AQI levels indicating more hazardous exposure for the population. This has driven 

scientists to monitor and model air quality, making the prediction of AQI, particularly in urban areas, a crucial and 

challenging task animals but also agricultural factors and productivity, leading to economic losses (Sönmez et al. 2021). 

The Air due to increasing vehicular and industrial activities. While most air quality studies focus on developing 

countries, where pollutants like PM2.5 are highly concentrated (Rybarczyk and Zalakeviciute 2021), only a few 

researchers have studied air quality prediction for Indian cities. The literature review highlighted a significant gap, 

prompting the need to analyze and predict AQI for India. 
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Various models, including statistical, deterministic, physical, and Machine Learning (ML) models, have been used to 

predict AQI. Traditional probability and statistics-based techniques are often complex and less efficient, whereas ML-

based AQI prediction models have proven to be more reliable and consistent. Advances in technology and sensors have 

facilitated precise data collection. The vast environmental data requires rigorous analysis, which ML algorithms can 

handle effectively. Al-Jamimi et al. (2018) discussed the significance of supervised ML algorithms for environmental 

protection issues. This study examines six years of air pollution data from Indian cities, analyzing twelve air pollutants 

and AQI. After preprocessing and cleaning the dataset, data visualization techniques are applied to uncover patterns 

and trends. This research leverages the correlation coefficient with ML models, a method used by few scholars (Alade 

et al. 2019a). Data imbalance is addressed using resampling techniques, and five popular ML models are evaluated 

using standard performance metrics. These metrics are widely used by scholars in the ML application researchers such 

as Ayturan et al. (2020), Alade et al. (2019b), Al-Jamimi et al. (2019), and Al-Jamimi and Saleh (2019). 

 

II. LITERATURE REVIEW 
 

Gopalakrishnan (2021) utilized Google’s Street View data combined with machine learning to predict air quality at 

various locations in Oakland, California, particularly targeting areas with unavailable data. He developed a web 

application that forecasts air quality for any neighborhood in the city. Sanjeev (2021) analyzed a dataset containing 

pollutant concentrations and meteorological factors, concluding that the Random Forest (RF) classifier performed best 

due to its resistance to overfitting. 

 

Castelli et al. (2020) applied the Support Vector Regression (SVR) machine learning algorithm to forecast air quality in 

California, focusing on pollutant and particulate levels. They introduced a novel method for modeling hourly 

atmospheric pollution. Doreswamy et al. (2020) investigated machine learning predictive models for forecasting 

particulate matter concentrations in the air, using six years of air quality monitoring data from Taiwan. They reported 

that their predicted values closely matched the actual values. Liang et al. (2020) evaluated the performance of six 

machine learning classifiers for predicting the AQI of Taiwan based on 11 years of data. They found that Adaptive 

Boosting (AdaBoost) and Stacking Ensemble were the most effective for air quality prediction, though performance 

varied by geographical region. 

 

Madan et al. (2020) reviewed twenty studies on pollutants, machine learning algorithms, and their performance, finding 

that incorporating meteorological data like humidity, wind speed, and temperature improved pollution level predictions. 

Neural Networks (NN) and boosting models were found to outperform other machine learning algorithms. Madhuri et 

al. (2020) highlighted the significant impact of wind speed, wind direction, humidity, and temperature on air pollutant 

concentrations, employing supervised machine learning techniques to predict AQI and identifying the RF algorithm as 

having the fewest classification errors. Monisri et al. (2020) collected air pollution data from various sources and 

developed a mixed model to predict air quality, aiming to assist small towns in analyzing and forecasting air quality. 

Nahar et al. (2020) created a model using machine learning classifiers to predict AQI, based on 28 months of data from 

Jordan's Ministry of Environment, accurately identifying the most polluted areas. Patil et al. (2020) reviewed literature 

on various machine learning techniques for AQI modeling and forecasting, noting that Artificial Neural Networks 

(ANN), Linear Regression (LR), and Logistic Regression (LogR) were the most commonly used models for AQI 

prediction. 

 

III. PROPOSED METHODOLOGY 
 

III-A. Data Collection and Preprocessing 
The dataset used in this study was obtained from a reputable air quality monitoring source, comprising 435,742 entries 

with 13 attributes including pollutant concentrations (SO₂, NO₂, RSPM, SPM) and various metadata. The preprocessing 
steps involved handling missing values, encoding categorical variables, and normalizing the data to ensure 

compatibility with the machine learning algorithms. 

 
III-B. Calculation of Pollutant Indices 
Individual pollutant indices for SO₂, NO₂, RSPM, and SPM were calculated using standard formulas. These indices 
were then used to compute the overall AQI for each entry in the dataset. The calculation methodologies for each 

pollutant index are as follows: 
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III-C. Model Implementation 
Multiple machine learning models were implemented to predict the AQI based on the calculated pollutant indices. The 

models included Linear Regression, Decision Tree Regressor, Random Forest Regressor for regression tasks, and 

Logistic Regression, Decision Tree Classifier, Random Forest Classifier, and K-Nearest Neighbors Classifier for 

classification tasks. The dataset was split into training and testing sets with an 80-20 ratio for regression models and a 

67-33 ratio for classification models. 

 
IV. MODEL EVALUATION AND RESULTS 

 
The performance of the regression models was evaluated using Root Mean Squared Error (RMSE) and R-squared (R²) 

scores. For classification models, accuracy and Cohen’s Kappa score were used. These metrics provide a 

comprehensive understanding of the models' predictive capabilities. 
 
IV-A. Model Training and Testing 
 Linear Regression: Achieved high R² scores indicating strong predictive power. 

 Decision Tree Regressor: Showed near-perfect fit on training data but slightly lower performance on test data. 

 Random Forest Regressor: Provided the best performance with minimal RMSE and high R² scores on both training 

and test data. 

 Logistic Regression: Demonstrated moderate accuracy and Kappa scores. 

 Decision Tree Classifier: Achieved almost perfect accuracy and Kappa scores on both training and test data. 

 Random Forest Classifier: Similar to Decision Tree Classifier, but with slightly higher robustness. 
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 K-Nearest Neighbors Classifier: Showed high accuracy and Kappa scores, slightly lower than tree-based 

classifiers. 

 

 

Table I Comparison of different regression and classification parameters 
 

V. CONCLUSION 
 

This study demonstrates the efficacy of various machine learning models in predicting the Air Quality Index (AQI) 

based on pollutant concentrations. The Random Forest Regressor and Random Forest Classifier emerged as the top-

performing models, showcasing exceptional predictive accuracy and robustness. These models provide valuable tools 

for environmental monitoring, enabling authorities to make informed decisions and take proactive measures to mitigate 

air pollution. The insights gained from this research can significantly contribute to public health and environmental 

management strategies. 
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