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ABSTRACT: There are many local languages spoken in India such as Hindi, Marathi, Kannad, Bengali, Gujarati etc. 

These languages are little known throughout the world as well as they are complex to understand and use. As the 

languages have complex grammar rules, it is difficult to even predict the next word let alone generating a whole 

sentence and hence there is minimal amount of work done in this area. Next word prediction can be called a primitive 

part of a much larger task of sentence generation. This paper presents Recurrent Neural Networks (RNNs), which are a 

type of neural network that can learn to predict the next word in a sequence. RNNs work by saving the output of each 

layer and feeding it back into the input of the next layer. This allows them to learn the long-term dependencies between 

words, which is essential for understanding natural language. In this research, the RNN is used to predict the next word 

in Gujarati language. It works with an untagged plain text dataset. We extrapolated that with increase in size of dataset 

the model can give outputs become more and more contextualized. However, as the model works in unidirectional way, 

it cannot produce the word based on context present in other direction. So, bidirectional models can be used to improve 

the accuracy to a certain extent. 

 
KEYWORDS: Natural Language Processing (NLP), Text Generation, Recurrent Neural Network (RNN), Gujarati 

Text, Next Word Prediction. 

I. INTRODUCTION 

 

NLP is a sub-domain of Machine Learning which deals with eclectic range of applications. Natural language 

processing (NLP) is the ability of a computer program to understand human language as it is spoken and written 

referred to as natural language. It is a component of artificial intelligence (AI). The NLP has its roots in field of 

linguistics since 1940s. According to paper [14], NLP has it’s history in 4 phases: phase 1 (Late 1940s to Late 1960s), 

phase 2 (Late 1960s to 1970s), Phase 3 (Late 1970s to Late 1980s) and phase 4 (Late 1980s to 2000s) and currently it 

can be said that the 5th phase is ongoing. It has a variety of real-world applications in a number of fields, including but 

not limited to medical research, search engines and business intelligence. 

 

Due to NLP, computers can understand natural language as humans do. Whether the language is spoken or written, 

natural language processing uses artificial intelligence which enables computer to take real-world input, process it and 

make sense out of it. Humans have different sensory organs such as ears to hear and eyes to see similarly, computers 

have programs to read and microphones to collect audio. And just as humans have a brain to process that input, 

computers have a program to process their respective inputs. At some point in processing, the input is converted to 

code that the computer can understand [4]. 

 

There are two main phases to natural language processing: data pre-processing and algorithm development [2]. Data 

pre-processing involves preparing and “cleaning” text data for machines to be able to analyse it. Pre-processing puts 

data in workable form and highlights features in the text that an algorithm can work with. 

 

Once the data has been pre-processed, an algorithm is commenced to process it. There are several different natural 

language processing algorithms, however two significant types are commonly used: 

 

 Rules-based system [8]: This system uses meticulously designed linguistic rules. This approach was used early 

on in the development of natural language processing, and is still used. 
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 Machine learning-based system [9]: Machine learning algorithms use statistical methods. They learn to 

perform tasks based on training data they are fed, and adjust their methods as more data is processed. Using a 

combination of machine learning, deep learning and neural networks, natural language processing algorithms 

hone their own rules through repeated processing and learning. 

 

There are various stages of natural language processing: Tokenization, Lexical Analysis, Syntactic Analysis, Semantic 

Analysis, Pragmatic Analysis and Knowledge Discovery. In tokenization stage, text segmentation within the document 

is performed. Lexical analysis focuses on discovering the data that might need additional processing. Semantic analysis 

extracts the word sequences and determines syntactic or grammatical structure in each sentence. Semantic analysis is 

used for providing a structured frame of words. Pragmatic analysis analyses the coherency of words based on their 

meaning. In knowledge discovery stage, the valuable information from a sophisticated and unstructured text is 

discovered [1]. 

 

Problem Definition 

 
The purpose of this research is to predict the next word using RNN model for Gujarati language, based on the outputs 

of this research work, the enhancement of RNN model or usage of another model for the purpose of sentence 

generation can be proposed. 

 

Aims and Objectives 

 
The main objective of this research is to measure the extent to which the RNN model is able to predict the next word in 

Gujarati language. This research work also focuses on comparing the results of the various types and sizes of dataset 

used to train the model, provide the possible problems faced commonly by the model and give the prospects of future 

enhancements available. 

 

Problems and Challenges 

 
There is little to no work done when it comes to working with NLP in Indic Languages [11] especially in Gujarati 

language and so it became difficult to handle various exceptions and errors encountered during the implementation. 

The most notable challenge we encountered was locating and accessing Gujarati text dataset and cleaning it. Also, 

there is no work done in Part-of-speech(POS) Tagging [13] the Gujarati words which makes it even harder to 

implement supervised learning algorithms. 

 

Significance and Advantages 

 
This research can be used as a stepping stone to solving a larger goal of sentence or text generation for Gujarati 

language. This can further be used for writing essays, letters or messages. If the unidirectional RNN is able to generate 

somewhat contextualized word, the bidirectional RNN can be used to predict the next word not only based on the past 

context but also considering the context of the text appearing later in the sentence [7]. 

 

Paper is organised as follows. Section II describes a couple of problems with early text generation models and the use 

of RNN along its workflow diagram with explanation. Section III explains the 6 major steps followed for implementing 

the solution along with sample dataset and training summary of the model. The graphs and images in Section IV shows 

the results of inputs tested. Lastly, Section V concludes the paper and also provides the future scopes of improvement.  

II. LITERATURE SURVEY 

 

Text generation is a sub-field of natural language processing. It leverages knowledge in computational linguistics and 

artificial intelligence to automatically generate natural language texts, which can satisfy certain communicative 

requirements. The task of predicting next word from any given set of words is a sub part of natural language text 

generation. It can be called the most primitive form of text generation. There are various text generation models 

available. Neural, encoder-decoder models have had significant success in text generation. But, there are various 

problems which remains unaddressed with this type of generation. There are two major problems (a) uninterpretable 
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and (b) difficult to control in terms of their phrasing and content [6]. This research work proposes use of RNN model 

for predicting the next word. 

 

A recurrent neural network (RNN) represents a class of artificial neural networks designed to handle sequential or 

time-series data. RNNs are a key component of deep learning and find wide applicability in tasks involving temporal 

relationships, such as language translation, natural language processing (NLP), and speech recognition. Unlike 

traditional deep neural networks, RNNs introduce a concept of “memory.” They incorporate prior outputs as part of the 

input to the subsequent layer, enabling the model to generate future outputs based on historical context. This 

fundamental distinction sets RNNs apart from their non-recurrent counterparts, where inputs and outputs are treated as 

independent entities. However, it’s important to note that unidirectional RNNs have limitations when it comes to 

considering future events in their predictions [3]. The schematic depiction of an RNN’s operation is illustrated in Fig. 1, 

with further details provided below [5]. 

 Initial input is image acquired from image pre-processing stage and its feature extraction value has already 

acquired. – State vector input. State Vector is the desired target from the training image and testing image. 

State vector can be calculated using formula: x(k) ϵ κ n  
 Calculate the weight of initial value using the equation: W1.k,W2.k ϵ Rmxn  

 Calculate the value of hidden layer using formula: V1.k,V2.k ϵ Rmxn  

 Calculate value of ϕ and σ using sigmoid function below:  
ϕ(g(µ)) = 0.2/(1 + e(−0.2)g(µ)) − 0.05  
σ(g(µ)) = 2/(1 + e(−0.2)g(µ)) − 0.05  

 Calculate the value of network output using the equation:  

µ(k + 1) = Aµ(k) + V 1.kσ[w, kµ(k)] + V 2.kϕ[W, 2µ(k)] 

 

 

 
 

Fig. 1: RNN Flow Diagram [5] 
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During the whole research process inspiration and ideas were taken from following research work based on natural 

language processing and text generation: 

 

The “A Survey of usages of deep learning for Natural Language Processing” [15] shows a detailed explanation of 

various uses of deep learning inn NLP. This helped us decide to work on text generation. But, there is a lot of work 

done in that field for English language. So, finally we decided to go for text generation in Gujarati.  

 

For text generation, many state-of-the-arts models are available when it comes to English language. The “BLUERT: 

Learning Robust Metrics for Text Generation” [16] and “Story Scrambler - Automatic Text Generation Using Word 

Level RNN-LSTM” [17] discusses about 2 such models: BLUERT and RNN. BLUERT is extended version of BERT 

high accuracy and is complex to implement. RNN is a comparatively simple and easier to implement. RNN also had a 

significant accuracy. Also, the time taken for custom training BLUERT is comparatively higher with respect to RNN. 

So, we used RNN to implement most primitive type of text generation i.e. next word prediction. 

 

III. PROPOSED METHODOLOGY AND DISCUSSION 

 

The various steps followed for the implementation of this research work is shown in the fig. 2. 

 

 
 

Fig. 2: Implementation Steps 

 

 

Implementation Details 

 
The model has been prepared and designed on jupyter notebook on a machine with 16 GB LPDD4 RAM, 512 GB SSD 

and Nvidia GeForce RTX 3050Ti VRAM 4GB GPU. 

 

Dataset Creation 

 
The most significant problem we faced for the implementation of this research work was lack of dataset for Gujarati 

language. The dataset used here is brought together by 2 techniques. First is that a dataset of any length is generated by 

fetching the Wikipedia articles of a few topics in English language and translating it to Gujarati. To increase the 
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amount of data fetched from a topic, we came up with a code snippet that can help and fetch the titles of various links 

in the article of topic selected. Each of these titles are used to fetch an article, which is related to the main topic 

selected and facilitate the increase in the size of the dataset. It is easy to implement once you have the code but the 

results can have some inaccuracies. Another way used is explicitly accessing the text from various story and prose 

books written in Gujarati language. This method gives more accurate data but requires a lot of manual work and is time 

consuming. The total size of dataset is around 16MB consisting of approximately 63000 lines of Gujarati text data, 

which is after cleaning and removing the noise from the data. Fig. 3,4 shows a part of dataset used in the 

implementation of the models used in our research work. 

 

 
Fig. 3: English Dataset 

 

 

 

 
Fig. 4: Converted Dataset 

 

Dataset Cleaning 

 
As the data gathered contained some inaccuracies, it needed to be cleaned which was again a problem whose solution 

was not readily available. It required the use of regular expressions implemented using RegEx module of python to 

remove all the noisy and inaccurately translated data. After this, the pre-processed dataset ready to be transformed and 

used for training is obtained. 
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Dataset Transformation 

 
The dataset obtained in text form needs to be converted to some numerical form before it is given to model for training. 

This task can be done using various methods. The method used depends on the type of model one is using. RNN 

supports two methods: one-hot encoding [12] and word embedding. We have used word embedding technique which 

represents each word as a vector of real numbers. The size of vector is typically smaller than the number of unique 

words. 

 

Training Model on Dataset 
 
The transformed dataset is now ready to be trained. Before training, the model is defined and compiled. The RNN 

model is trained on 3 different sized datasets. Training time required for datasets of size 51KB, 2.3MB and 3.4MB is 

29 seconds, 7 minutes and 8 minutes 1 second respectively. The summary of training for all the three datasets is as 

shown in Fig 5-7. 

 

 

 
 

Fig. 5: Summary of smallest dataset 

 

 

 
 

Fig. 6: Summary of mid-sized dataset 
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Fig. 7: Summary of largest dataset 

 

Predicting Next Word 

 
After the training of models is completed, the seed input words are provided to the predict method of the trained model. 

Based on these words, the next word prediction is carried out. 

 

Evaluating Predicted Words 

 
Once the model is able to generate the output, it is provided with various different inputs and is made to generate the 

output predictions. These predicted words are then observed to check how accurately the model is able to predict 

somewhat relevant words. 

IV. EXPERIMENTAL RESULTS 

 

The loss vs epoch graphs and accuracy vs epoch graphs are shown in Fig 8-10 and the sentences generated are shown 

in Fig 11-13. 

 

 
Fig. 8: loss and accuracy vs epoch for smallest dataset 
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Fig. 9: loss and accuracy vs epoch for mid-sized dataset 

 

 
Fig. 10: loss and accuracy vs epoch for largest dataset 

 

Discussion Of Results 

 
The output obtained from RNN observed varying results based on the type and size of dataset used. The predicted word 

given by model trained on smallest dataset, as seen in Fig. 11, does not make much sense whereas, the outputs given by 

model for other two datasets as seen in Fig. 12-13 does make some sense. Thus with smaller dataset, the model is not 

able to provide a proper word let alone the word being contextualized. So, as the size of the dataset increases, the 

results become more and more accurate. Similar trend can also be seen with the increasing variety of dataset used. By 

variety we mean that there is myriad category of topics in dataset. It was also observed that if the length of input text is 

longer, RNN is not able to provide a contextualized result which may be due to unidirectional nature of RNN. 

 

 
Fig. 11: RNN output for smallest dataset 

 
Fig. 12: RNN output for middle-sized dataset 
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Fig. 13: RNN output for largest dataset 

 

V. CONCLUSION 

 

The results obtained from our experiment are quite acceptable for a unidirectional model. But, the lack of proper 

datasets in Gujarati language makes it difficult to implement the models that perform really well on large amounts of 

data. This also hinders the use of supervised models which may provide much more accurate results. Solving the 

problem of availability of POS Tagged datasets will allow us to explore the approach of supervised learning which has 

high chances of providing better results. 

 

Despite these impediments it can be said that with proper resources and datasets available, various other models can be 

implemented and tested. These models can then be modified as per the syntax and grammar of Gujarati language. 

 

Future Scope 
 
There is a scope of improving the dataset and the models can be trained on the improved dataset. This research has 

been carried out on a very small dataset as there is paucity of Gujarati dataset and limitations of the hardware and 

resources available, as the hardware available to us was not able to carry out computations for larger dataset. Also, the 

model currently used is able to predict only a single word or state. This model can be modified to generate text of 

longer length. Also, as this model will be modified, it can be used to generate essays or stories or letters which are 

human-like. The other deep learning models like Long-short Term Memory(LSTMs), Convolutional Neural 

Networks(CNNs), Variational Auto-Encoders(VAEs) and Generative Adversarial Networks(GANs) which perform 

well for languages like English [10] can be used to perform text generation in Gujarati and compare the results. 
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