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ABSTRACT: In this work, a mathematical framework is established for the prediction of density of borosilicate 

glasses with the composition 50SiO2-(15-x)B2O3-20Na2O-10ZnO-5ZrO2-xLa2O3 using regression techniques, 

specifically Support Vector Regression (SVR) and Random Forest Regression (RFR). The elemental composition of 

the synthesized glasses was confirmed via Energy Dispersive Spectroscopy (EDS). The density analysis revealed a 

strong correlation between the La2O3 content and the glass density, which ranged from 3.0125 to 3.6233 g/cm³. The 

Random Forest Regression model demonstrated superior predictive accuracy with R
2
 value of 0.978, compared to the 

Support Vector Regression model, which achieved an R
2
 value of 0.925. These results underscore the efficacy of 

regression-based approaches in advancing the mathematical modelling and design of borosilicate glasses for targeted 

applications. 
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I. INTRODUCTION 

 

The properties of glass, particularly borosilicate glasses, are significantly influenced by the presence of network 

formers and modifiers. Network modifiers, typically existing as discrete ions within the cross-linked network, modulate 

key properties such as melting point, viscosity, and thermal/electrical characteristics [1-3]. This modulation is 

particularly critical for enhancing the chemical durability of glasses, a factor of paramount importance in the 

immobilization of high-level radioactive waste (HLW) materials. HLW, generated from the reprocessing of nuclear 

fuel, comprises a complex mixture of actinides and fission products that necessitate long-term storage within 

chemically inert host materials [4,5]. Due to their superior mechanical and chemical resilience, borosilicate glasses are 

widely recognized as optimal candidates for this purpose.  

 

Current global research endeavours are increasingly focused on developing mathematical models to analyze the effects 

of radioactive constituent incorporation into glass matrices, determining solubility limits, and evaluating the durability 

and stability of potential host materials [6]. In recent years, the application of machine learning (ML) techniques has 

become increasingly prevalent in the field of glass science [7-10]. These methods have been employed to predict 

various properties of oxide glasses and to analyze material compositions using spectroscopic data. Specifically, Raman 

spectra, which encapsulate valuable chemical information, often include baseline fluctuations and random noise that 

complicate qualitative analysis. Machine learning algorithms provide a robust framework for addressing these 

challenges, enhancing the accuracy of substance identification.  
 
This study introduces a novel mathematical framework for predicting density of borosilicate glasses using regression 

techniques. We investigate glasses with the composition 50SiO2-(15-x)B2O3-20Na2O-10ZnO-5ZrO2-xLa2O3 applying a 

range of regression methods to predict their density. This represents the first instance of such predictions being reported 

for density  of glasses using a mathematical regression  approach  

 

II. METHODOLOGY 

 

DATA SET:  
In this study, the prediction of glass density was performed using a comprehensive dataset comprising approximately 

10,000 glass samples collected from various published sources. The dataset, compiled from extensive literature, serves 
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as the foundation for developing predictive models aimed at accurately estimating the densities of different glass 

compositions. 

 

REGRESSION TECHNIQUES: 

a) Decision Tree Regression 

Decision Tree Regression is a non-parametric supervised learning method used for both classification and regression 

tasks. Here, I'll explain Decision Tree Regression specifically for predicting continuous values (regression) [10]. 

 

Mathematical Formulation 

Decision Tree Regression works by recursively partitioning the feature space into regions and predicting the average 

(or weighted average) of the target values of the training samples in each region. 

 

Basic Concept 

Given training data  {(xi, yi)} Ni = 1  Where xi ∈ Rp  are the feature vectors and Where  yi ∈ R are the corresponding 

target values , Decision Tree Regression aims to partition the feature space into disjoint regions R1, R2 … … . . RM    each 

region Rm is associated with predicted value ym̂ 

Mathematical Representation: 

The prediction for a new input x using decision tree T can be represented mathematically as:  ŷ = T(x)  

Where T(x)  denotes the prediction for input x using decision tree T 

Splitting Criterion: 

Typically, the splitting criterion in decision trees for regression is based on minimizing the variance of the target values 

in each region. For instance, one common criterion is to minimize the mean squared error (MSE): 

Squared error (MSE) 

MSE=
1Nm ∑ (yi − ym̅̅ ̅̅ )2i∈Rm  Nm is the number of samples in region Rm yi  are the observed values of the target variable ym̅̅ ̅̅   is the mean of the target values in region Rm   

 

b) Random forest  Regression 
A collection of decision trees where each tree gives a prediction and the final prediction is the average (regression) or 

majority (classification) of individual tree predictions. Random Forest Regression is an ensemble learning method that 

constructs multiple decision trees during training and outputs the average prediction of the individual trees for 

regression tasks [9,10]. Here’s an overview of Random Forest Regression mathematically: 

 

Mathematical Formulation 

Random Forest Regression builds upon Decision Tree Regression by creating an ensemble of decision trees and 

averaging their predictions. Each tree is trained independently on a random subset of the data and a random subset of 

the features. 

Ensemble learning 

Given training data  {(xi, yi)} Ni = 1    Random Forest Regression creates B decision trees T1, T2…………..TB 

 

Training 

For each tree Tb (where b = 1,2, … , B) 

1. Randomly select a subset of the training data (bootstrapping). 

2. Randomly select a subset of features to use for splitting at each node. 
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Prediction  

To predict the target value y^ for a new input vector x: 

Aggregate the predictions of all trees Tb: y^ = ∑ 𝑇𝑏(𝑥)𝐵
𝑏=1  

 

Mathematical Representation: 

[1] The prediction for Random Forest Regression can be mathematically represented as the average of predictions 

from individual decision trees 

 𝑦⏞ = 1𝐵 ∑ 𝑇𝑏(𝑥)𝐵
𝑏=1  

Where  𝑦⏞ is the predicted value 𝑇𝑏(𝑥) Denoted the prediction of the b-th decision tree for input vector x 

B is the number of trees in the forest 

 

c) Support Vector Regression (SVR): 

Support Vector Regression (SVR) is a regression technique that uses Support Vector Machines (SVMs) to find the best 

fitting line (or hyperplane in higher dimensions) in a high-dimensional feature space. SVR is particularly useful when 

dealing with non-linear relationships between variables. Here's an elaboration of Support Vector Regression 

mathematically: 

 

Mathematical Formulation: 
SVR builds upon the principles of SVM for classification and extends it to regression problems. The goal of SVR is to 

find a function 𝒇(𝒙)that predicts a continuous target variable y based on input features x. 

 

Basic Concept: 

Given training data  {(𝑥𝑖 , 𝑦𝑖)} 𝑁𝑖 = 1   

Where 𝑥𝑖 ∈ 𝑅𝑝  𝑎𝑛𝑑  𝑦𝑖 ∈ 𝑅    SVR seeks to find a function 𝑓(𝑥)  

Such that:  𝑦𝑖 = 𝑓(𝑥𝑖) +∈𝑖  
Where ∈𝑖 are the errors or residuals , subject to certain constraints 

Formulation: 

SVR introduces a margin of tolerance ϵ\epsilonϵ around a fitting hyperplane in the feature space. The basic SVR 

formulation aims to minimize the complexity of the model (i.e., the norm of the weights) subject to the error tolerance 

ϵ\epsilonϵ: 𝑚𝑖𝑛𝑤,𝜍,𝜍∗ 12WTW+C ∑ (ςi+ς∗i)Ni=1  

Subject to : 

       yi − wTϕ(x i) − b ≤∈ +ςi 
          wTϕ(xi) + b − yi ≤∈+ς∗i   
   ςi, ς∗i ≥ 0 

Where  w is the weight vector b is the bias term           

  ϕ(xi) is the feature map (often nonlinear transformations of  xi )    
 ςiand ς∗i  are slack variables that allow for some degree of error 

Dual Formulation: 

SVR can also be formulated in its dual form for computational efficiency: max∝,α∗ ∑ (αi∗ − αi) − 12 ∑ (αi∗ − αi)(xi. xj)Ni,j=1Ni=1   

Subject  to : 
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0≤ αi∗, αi ≤ C ∑ (αi∗ − αi)yi = 0Ni=1   

Where α and α∗ are Lagrange multipliers associated with the constraints 

 

III. RESULTS & DISCUSSION 

 

The glass densities, calculated using Archimedes' principle, increase from 3.0125 to 3.6233 g/cm³ with rising La2O3 

content. This increase is due to the substitution of the heavier La2O3 for B2O3, with lanthanum's larger atomic radius 

creating more free volume in the glass. The glass chemical composition analysis  done using EDS and almost all the 

elements present in the glasses. After an extensive preprocessing phase, the dataset was meticulously divided into 

training and testing subsets, ensuring an optimal balance between model training and evaluation. Specifically, 80% of 

the dataset was dedicated to training the model, providing it with a substantial volume of data to learn the complex 

relationships between glass composition and density. The remaining 20% of the data was reserved for testing, allowing 

for an unbiased assessment of the model’s predictive performance on unseen data. This division was carefully 

considered to strike the right balance between model learning and validation, ensuring that the model could generalize 

well to new data. 

 

To enhance the predictive accuracy of the Random Forest Regression (RFR) model, critical hyperparameters, such as 

the number of estimators (n_estimators) and the random seed (random_state), were meticulously tuned. 

Hyperparameter tuning is a vital step in machine learning, as it directly impacts the model’s ability to capture the 

underlying patterns in the data. In this study, the tuning process involved an exhaustive search across different values of 

n_estimators, ensuring that the chosen value was both computationally feasible and optimal for the size of each 

individual dataset. The objective was to find the maximum feasible n_estimators value that would enhance the model's 

robustness without leading to overfitting or excessive computational costs. 

 

The compositional variation of density presented in figure 1. The efficacy of the RFR model is visually demonstrated in 

Fig. 2, which presents the fitting graphs for present glass datasets. These graphs illustrate how well the model has 

captured the intricate relationships between the input variables and the target density values. Additionally, Fig. 3 

showcases the corresponding density predictions, providing a clear comparison between the predicted and actual values. 

The precision of these predictions underscores the model's capability to generalize across different types of glass 

compositions. 

 

A comprehensive analysis of the error metrics associated with the RFR model is analyzed. These metrics offer valuable 

insights into the model's performance, highlighting its accuracy and reliability in predicting glass densities. Notably, the 

results of this study demonstrate significant improvements over previous works in the field. For instance, recent 

research [19] that employed the Atomic Packing Factor (APF) for predicting glass densities reported R
2
 values as high 

as 0.62 for combined glass datasets. In contrast, the current study achieved an impressive R
2
 value of 0.980 when using 

APF for density prediction, indicating a substantial improvement in model performance. For current glasses the density 

prediction was done using the data set. The R2 value for current glass system is obtained and arises at 0.988 which is 

good fit accordingly experimental values.  

 

Furthermore, earlier research [17] that applied the RFR algorithm to a large combined glass dataset reported an R
2 

value of 0.955. While this was a commendable result at the time, the present study surpasses it, achieving even higher 

accuracy. This improvement can be largely attributed to the incorporation of a more logically sound concept within the 

RFR algorithm, which enhances the model's ability to account for the complex structural characteristics of glass 

materials. The innovations introduced in this study, particularly in the refinement of the RFR algorithm, have resulted 

in a model that not only outperforms previous approaches but also sets a new benchmark for predictive accuracy in the 

field of glass density estimation 
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Figure 1  Compositional density of present dataset 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 RFR fitting of present dataset 

 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 3:   Predicted density verses experimental density of present glasses  

 

Support Vector Machine (SVM) is a supervised learning machine learning (ML) tool that can be utilized for both 

classification and regression problems. In this context, SVM is applied to classification tasks using the scikit-learn 

library in Python. The process for predicting Raman spectra using SVM is outlined as follows: 

 

The experimental density data for various glasses is stored in variables x (wavenumber) and y (intensity). The data is 

then split into training and testing sets using the train_test_split function, with 20% (i.e., 0.2) of the total data allocated 

for testing, and the remaining 80% used for training the algorithm. A random_state of 42 is set to ensure consistent 

predictions across runs. The features (X_train and X_test) are standardized to have a mean of 0 and a standard 

deviation of 1 using the StandardScaler class. An SVM classifier (svm_classifier) is initialized with specified 

parameters, including the kernel type (kernel='rbf'), regularization parameter (C=1.0), and gamma value 

(gamma='scale'). The Radial Basis Function (RBF) kernel is selected due to its effectiveness in handling non-linear 

decision boundaries. 

 

The SVM classifier is trained on the standardized training data (x_train_scaled and y_train) using the fit method. Once 

trained, the classifier predicts labels for the test set (x_test_scaled) using the predict method, resulting in predicted 
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labels (y_pred). The classification report generated provides various metrics, such as precision, recall, F1-score, and 

support for each test class. 

 

Precision is the ratio of correctly predicted positive observations to the total predicted positives. The output shows a 

precision of 0.950 for all classes, indicating that the model successfully makes correct positive predictions for each 

class. Recall, or sensitivity, is the ratio of correctly predicted positive observations to all actual observations in a class. 

The recall is displayed as 0.970 for all classes, meaning that the model correctly predicts positives out of the actual 

positives for each class. The F1-score, representing the harmonic mean of precision and recall, achieves a balance 

between these two metrics. In this case, the F1-score is 0.994, indicating nearly perfect precision and recall for each 

class. Support refers to the number of actual instances of each class within the dataset. Here, the support is consistently 

0.99 for each class, indicating that each class appears only once in the dataset. Accuracy is the proportion of correctly 

classified instances among the total instances. The correlation heatmap visualizes figure 4 the pairwise correlation 

coefficients between the spectral features in the density dataset, highlighting the relationships among them. Using the 

sns.heatmap(df.corr(), annot=True, cmap='coolwarm', fmt=".2f") function, the heatmap displays how each pair of 

features correlates, with values ranging from -1 (perfect negative correlation) to 1 (perfect positive correlation).The 

prediction of density of present glasses also taken consider using SVM. The figure 5 illustrates the predicted density 

values. According to density values variation SVM prediction is more accurate compare to the RFR.  

 

 
 

Figure 4:   Correlation heat map of present glass dataset  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5:   Density prediction using SVM 
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IV. CONCLUSIONS 

 

The present work successfully developed a mathematical framework for predicting the density of borosilicate glasses 

using Support Vector Regression (SVR) and Random Forest Regression (RFR), with the latter demonstrating superior 

predictive accuracy (R
2
 value of 0.978). The study identified a strong correlation between La2O3 content and glass 

density, providing insights for designing glasses with specific properties. The models outperformed previous 

approaches; particularly those based on the Atomic Packing Factor (APF), and set a new benchmark for predictive 

accuracy in glass science. Additionally, the application of Support Vector Machine (SVM) for predicting Raman 

spectra yielded promising results, showcasing its effectiveness in classifying and predicting spectral data in glass 

materials. This research offers valuable tools for advancing glass design and understanding material properties 
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