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ABSTRACT: Technology has been one of the critical factors behind the industrial revolution. Companies must now 

use technological assistance and data processing to produce faster and more efficient business processes. Our case 

study is using HDPE Plastic Company, which is in Surabaya, is trying to handle the increasing frequency of shipments. 

Due to the rising frequency of shipments, the company is often overwhelmed in handling its loads because no system 

can quickly determine the shipping route.  

 

Moreover, other route-determining factors, such as shipment weight, truck capacity, and unique delivery hour requests, 

manually add to the route's complexity. The system will run the K-Means cluster function from the database to cluster 

all customers in the company. This cluster is one of the factors determining the fitness value in the Particle Swarm 

Optimization (PSO) algorithm. After the order data is obtained, the system will use the PSO algorithm to determine the 

delivery agenda for each truck. The determining factors of PSO include customer location, priority hours of customer 

requests, order weight, and loading capacity of different types of trucks. After obtaining the delivery table of each 

truck, the system will use the help of Google Directions Service to determine the routing order from each truck. 

 

The result of this system is a delivery route optimization system that can provide route selection recommendations for 

each truck in the company. The system is also able to sort shipments with various shipping priority restrictions. From 

the test results, the PSO algorithm in the system can produce routes with less total distance traveled and less travel 

duration than the routes generated manually by the employees in the company. 
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I. INTRODUCTION 

 

HDPE Plastic Company has around 60 product variations, each with different sizes, colors, and weights. HDPE Plastic 

Company implements a make-to-stock strategy to meet customer demand, requiring a large production capacity and 

extensive inventory. In a day, the company can produce 1300 bales with the help of 26 extruder machines and a 

workforce of around 600 people. 

 

The company uses ten trucks of different sizes for the distribution of the product. Orders in the East Java region is sent 

directly to the destination with a fleet of trucks. Whereas orders in the East Java region will be delivered by the 

company using its fleet to the customer's selected courier, and orders from outside East Java to outside the island will 

be delivered by the company's trucks to container depots to be loaded into containers and transported by ships. 

 

This research will create a route optimization system using the Particle Swarm Optimization (PSO) algorithm to 

determine the most optimal list of delivery routes for each truck in the company. The route for the company is a single 

route where shipments only depart from the company's warehouse once a day. Google Maps API is used to calculate 

the distance and time from each destination and provide a visualization of the route given to each truck to make it easier 

for the driver. The result is to help companies determine the optimal distance to provide the most efficient delivery time 

and reduce overtime pay and fuel costs. This system will be accessible to the admin in the company office and the truck 

driver to update the delivery status when it arrives at a specific destination. This system will also provide reporting 

regarding delivery performance within the company. Tests on this system will be carried out by comparing the 
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differences in the results of distance, time, and costs required if the route is determined manually with the system that 

will be created using the PSO algorithm in this research.  

 

II. RELATED WORK 
 

PSO can be used for solving a routing problem in the urban multi-modal network using route length, traffic, 

comfort, and safety as objective function [1]. Various previous studies discuss route problems and how to optimize 

them. Study by Hannan presents the CVRP problem for the route for picking up waste from the waste collection 

site, which is later sent to the waste processing site [2]. The proposed method uses the PSO algorithm, but this 

study's drawbacks are that the route's determinants are only distance and are not equipped with time windows. 

Another study by Mussagulova raised the VRP problem using the PSO algorithm. However, the model analyzed in 

this study differs from this research, where the research focuses on the model problem of the Vehicle  Routing 

Problem with Simultaneous Pickup and Delivery (VRPSPD) and Capacitated Vehicle Routing Problem with Time 

Windows (CVRP-TW) [3]. There is also a study that uses improved Genetic Algorithm (GA) for the route 

optimization system that applied to Vehicle Routing Problem Pick-up and Delivery with Time Windows 

(VRPPDTW) [4] and Vehicle Routing Problem with Cross-Docking and Carbon Emissions Reduction [5]. The 

improved GA comes with a shorter computation time than standard GA. Other research is using Sweep Nearest 

method to cluster data based on nearest neighbor concept [6] [7] [8]. Transportation problems also can be solved by 

optimization heuristics and meta-heuristic algorithms [9]. 

 

III. METHODOLOGY 
 

1. Particle Swarm Optimization (PSO) 

Particle Swarm Optimization (PSO), first discovered by Kennedy and Eberhart in 1995, is a computational method 

that optimizes a problem by having a population called particles. These particles are moved in a certain space and 

at random locations. All particles have velocity and position [10]. The Particle Swarm Optimization algorithm 

simulates the process of foraging by birds and considers the solution space of the problem as the space for feeding 

birds. In PSO, the solution to the optimization problem is the position of the particle in the search space. PSO has 

several advantages, such as relatively few parameters to tune, low computational time, higher efficiency, and 

probability to find the global optima [11]. This makes the PSO algorithm suitable for solving problems th at have 

many combinations of factors, such as shipping problems, manufacturing problems, and scheduling problems [12].  

This PSO starts with the presence of a population (Particle) that has a random location. All these particles will be 

given a random speed to reach the most suitable location (goal). Each location will be evaluated to determine 

whether the particle's position is the best based on the objective. The best fitness value for each particle will be 

stored in the Personal Best (pBest). Every time these particles move, they will be evaluated and determined which 

has the best fitness value and stored in the Global Best (gBest).  

The new velocity of the particle will be shown by equation 1, while the new location of this particle can be shown 

by equation 2. 

 

 vi = W vi + c1r1 (Pbest,i – xi) + c2r2 (Gbest - xi) (1) 

 xi = xi + vis (2) 

 

However, segmentation PSO algorithm can be used to divide the initial values into segments to help PSO particles 

during the search for the optimal values finding a local best position that may the global best position is around it 

[13]. 

 

2. PSO for the company 

The system flow will begin with the input process for all customer orders that day. Order details include the 

address for delivery, customer name, the number of items purchased, method of payment, and request for special 

delivery hours, if any. If there is new customer data, the system will add new customer data and re-cluster the 

entire customer database. This cluster is used as one of the determining factors for fitness value in the PSO 

algorithm. After all orders on that day have been recorded, the system will proceed to the following process. In this 

process, the system will use the Particle Swarm Optimization algorithm to get each truck's agenda or delivery table. 

After the delivery table is determined, the system will use the help of the Google Directions Service to get the route 

order from the delivery table for each truck generated by the PSO algorithm in the previous process. After the 
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sequence of routes is obtained, the system will display route destinations for the drivers. Visualization page will be 

obtained with the help of the Google Maps API. The main algorithm can be seen in Fig 1. 

 

 
 

Fig 1. Main algorithm 

 

 
 

Fig 2. K-Means clustering algorithm 
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Fig 2 is the process flowchart of K-Means Clustering. The system will receive input from customer location data, 

including the customer's latitude and longitude. Then the system will carry out the K-Means Clustering process on 

the customer's longitude and latitude data. It will initially group the customer data using a different number of 

clusters, ranging from 4 clusters to 8 clusters. After that, it will check each cluster's Error of the Sum Squares (SSE) 

value. The number of clusters with the smallest SSE value will be selected, and customer data will be grouped 

according to the number of clusters. The clustering function will be generated whenever additional data is in the 

customer database. Data from this customer cluster will be used for the determinants of the PSO algorithm. K-

Means is utilized for unsupervised learning. While for data that can be classed such as sentiment analysis, it can be 

done with supervised learning such as Support Vector Machine [14].  

 

Fig 3 is the PSO algorithm. The way the PSO algorithm works itself is to start by setting the particle object itself. 

This particle will have content in the form of delivery and velocity, which is as much as the number of existing 

shipments. The algorithm's initialization is to determine each shipment on each truck randomly. Velocity in the 

algorithm is also determined randomly or randomly with a limit on the number of trucks. This velocity is later 

useful in determining the movement of the contents of this particle in each iteration; the movement i n question is 

the combination of each shipment getting which truck ID. The movement of this velocity is also influenced by 

other variables, namely inertia weight and two constant variables c1 and c2. For this system, the inertia weight is 

set at 0.729, and the constant numbers c1 and c2 are 2.05. This movement is executed using formula one and 

formula 2. In this algorithm, if the Xi results obtained are more than the total number of trucks, then the number 

will be modulated before being used for Xi in the next iteration.  

 

After setting the particle, it will be executed according to the number of iterations. However, the system also sets a 

stop criterion where if there is no combination with a better fitness value in the 500 iterations since the best 

combination was found, the system will stop the iteration. 

 

At each iteration, the fitness value of the current combination will be sought, and if it is better than the existing one, 

the combination will be stored. The initial fitness value of the particle is determined by the number 9999999. In 

assessing the fitness value of this algorithm, the resulting fitness value is the smaller, the better. For the assessment 

of the particle fitness value of this algorithm, it is determined by several factors, including:  

 

 Fitness starts with the number 0. 

 The total duration of sending, the fitness value will be added to the total duration of sending (in seconds) in 

that combination. 

 The total distance sent, the fitness value will be added to the total distance sent (in meters ) for that 

combination, divided by 10. 

 For each truck that exceeds the duration limit on the delivery trip, the fitness will be increased by 1000000. 

The duration on the road is set at (3 hours or 10800 seconds).  

 Number of priority hours: If trucks have more priority hours than the average, the excess number will be 

multiplied by 5000. 

 For each truck, if one exceeds the load, 200000 will be added. 

 For each truck, if it does not exceed the load, the amount of the difference between the load and the capacity of 

the truck will be added. 

 For each truck, if one delivers to more than 1 cluster, 10,000 will be added to the number of clusters that must be 

sent. 

 

Some research is used other other swarm algorithms such as Binary Grey Wolf Optimizer (GWO), which has 

proved that more effective and efficient for bigger dataset [15]. 
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Fig 3. PSO algorithm 

 
After executing the PSO algorithm, an agenda or shipment table will be generated for each truck. However, from 

the list of destinations in each shipment table, the order of routes for each destination has yet to be determined. The 

order of this route will be determined using the help of the Google Maps Waypoints API and an algorithm to meet 

the current time windows or priority hours. Fig 4 is a process flowchart image of the process of determining the 

route order for each of these trucks. 

 



 
                                             |DOI: 10.15680/IJIRSET.2024.1307124 | 

IJIRSET©2024                                      |     An ISO 9001:2008 Certified Journal   |                                        13486 

 
 

Fig 4. Routing algorithm 

 

3. Google Directions Service 

The DirectionsService object is used to communicate with the Google Maps API Directions Service which accepts 

requests for direction and returns an efficient path. Travel time is the main factor that is optimized, but other 

factors such as distance may be considered. The service also can make waypoints along the route, which is a mark 

for beginning, end, and intermediate stops.  

 

IV. EXPERIMENTAL RESULTS 
 

Our experiment performed the K-Means clustering function to group customers based on their location. This clustering 

function is performed by grouping the latitude and longitude attributes of the customers. The number of clusters 

assigned to this function is six, covering East Surabaya, Central Surabaya, West Surabaya, South Surabaya, North 

Surabaya, and outside Surabaya. Through this function, the system manages to group customers as desired, and the 

results of this clustering will be displayed on. 

 

1. POS algorithm speed testing 

The data in the table shows that shipments with only ten destinations require only about two seconds to produce the 

results of the delivery table for each truck. In contrast, shipments with 50 destinations require up to seven times longer, 

around 14.5 seconds. The number of priority hours also determines the speed of the calculation process of this 

algorithm, where the more priority hours there are, the longer it will take. However, priority hours only matter slightly 

compared to the number of destinations. Like the total running time of the algorithm, the time to determine the fitness 

value for one combination or particle also increases when the number of destinations increases. 

 

Fig 5. is a comparison graph between the number of destinations and the total response time generated by the algorithm. 

From the graph, the increase is almost linear or resembles a straight line. There will be a linear increase of about 3 

seconds for every ten new destinations. 
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Fig 5. Respon time 

 
2. Route calculation without time windows 

This test will be carried out to find out whether the system can run if there is no priority hour at all on the agenda or 

delivery table for one truck. The shipment data in this test are in Table 1. 

In Table 1, there is complete data regarding the destinations that the trucks must go to in a day. Data includes ID, full 

name, address, latitude, longitude, and payment method. ID is used to identify the shipment on the system. Latitude, 

longitude, and payment method data will be sent to the Google Waypoints API to run the runGoogleWaypoints. The 

sequence of the route that has been optimized can be seen in Table 2 and Fig 6. 

 
Table 1. Data destination for one truck 

 

ID Area Latitude Longitude 

420 Krembangan -7.22169405583 112.723391065 

422 Pabean Cantikan -7.21963194151 112.736409451 

425 Kembang Jepun -7.2374599360 112.74034843 

432 Gubeng -7.28920546385 112.7614879 

 

Table 2. The route without time windows 

 

Priority Area 
Time  

Departure 

Time 

Arrival 

Duration 

(minutes) 

Distance  

(km) 

1 Pabean Cantikan 08:00:00 08:22:53 23 9.7 

2 Krembangan 08:52:53 09:00:52 8 2.8 

3 Kembang Jepun 09:30:52 09:43:33 13 5.7 

4 Gubeng 10:13:33 10:34:39 22 8 

 

3. Route calculation with time windows 

This test will be carried out to find out whether the system can run with priority hour for one truck. The shipment data 

in this test is in Table 3. The system will run as without prior priority hours. Then the system checks whether there is 

one of the sequences of routes that can be inserted with shipments that have priority hours when viewed from the time 

of departure. It will check whether time windows correspond to the priority hours. If there are, destinations with 

priority hours will be tucked in. The system will be restarted to recalculate the delivery duration and distance from each 

destination. The algorithm can be seen in Fig. 7. The results of the first test regarding shipments with priority hours are 

shown in Table 4. 
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Route 1: 

Distance 9.7 km 

Duration: 23 minutes 

Departure: Kalikepiting No. 175, Kel Pacar Kembang, Tambaksari 

Arrival: Kalimas Baru I No 25, Perak Utara, Kec Pabean Cantikan 

 

Route 2 

Distance 2.8 km 

Duration 8 minutes 

Departure: Kalimas Baru I No 25, Perak Utara, Kec Pabean Cantikan 

Arrival: Tanjung Batu No 4, Perak Barat, Kec Krembangan 

 

Fig 6. Visualization of the route without time windows 

 

Table 3. Data destination for one truck 

 

ID Area Latitude Longitude Priority Hours 

420 Pengampon -7.246367760 112.747356 N/A 

422 Margomulyo  -7.253728491 112.6933163 N/A 

425 Kalimati -7.236719627 112.740030 N/A 

432 Gembong Sawah  -7.24092498 112.7500436 09:00:00 
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Fig 7. Algorithm of checking time windows 

 
Table 4. The route with time windows 

 

Priority Area 
Time 

Departure 
Time Arrival 

Duration 

(minutes) 

Distance (km) 

1 Pengampon 08:00:00 08:12:23 13 4.8 

2 
Gembong 

Sawah 
08:42:23 08:47:45 

6 1.6 

3 Margomulyo 09:17:45 09:44:15 27 11.6 

4 Kalimati 10:14:15 10:14:15 24 11.6 

 

4. Comparison of algorithm and manual calculations 

After comparing the results of the daily routes for all trucks generated by the PSO algorithm on the system and 

manually by company employees for several days, there is a difference in the total duration and total distance traveled 

from the resulting route results. The results can be seen in Table 5. 

 

The total time needed to produce the daily route for each of these trucks was recorded during the test. For route results 

that are generated manually, it will start to be calculated the first time the employee starts determining the route; the 

way the calculation is done is by using a stopwatch. Meanwhile, the time obtained from the algorithm on the system is 

obtained from the response time obtained when the system first calls the PSO algorithm function so that a table or 

agenda is formed for each truck. 

 

It can be concluded that the total travel time duration of the trucks generated using the PSO algorithm is smaller than 

the routes generated manually by company employees. Likewise, the total mileage is smaller in the PSO algorithm than 

in the company's route results. The total time needed by the algorithm on the system to produce a shipment table for 

each truck is also much shorter than the manual route determination method by the company. In addition, by using the 

system, the number of trucks used is also more efficient. 
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Table 5. Durations and distances traveled on routes 

 

Days Manually PSO Algorithm 

 Durations Distances Durations Distances 

Day One 40,910 seconds 182.48 m 37,702 seconds 166.79 m 

Day Two 55,264 seconds 260.69 m 53,585 seconds 250.76 m 

Day Three 48,389 seconds 180.99 m 41,040 seconds 158.02 m 

Total 144,563 seconds 624.16 m 132,327 seconds 575.57  

 

V. CONCLUSION 

 

The system can provide estimates regarding the departure and arrival time at the destination with restrictions such as 

priority hours, payments, and time windows. It was found that the routes generated by the algorithm were shorter than 

manual calculation and used fewer trucks. The increase in response time is directly proportional to the increase in the 

number of destinations in a day 
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