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ABSTRACT: Edge detection is the core research area among different fields such as; image processing.Computer 
vision, machine learning and pattern recognition. In object detection, the first obligatory step is to determine the edges 
of an object in better way that is further used for processing. The feature vector comprises of nothing but key point 
description, which provides the information of edges. Edge detection is the key to success and is somehow or the other 
dependent on it. The proposed Sobel edge detection algorithm uses approximation methods to replace the complex 
operations; the pipelining is employed to reduce the latency. Finally, this algorithm is implemented by Verilog HDL. 
When compared with the previous hardware architecture for Sobel edge detection, the proposed architecture requires 
fewer Area, Delay & Power Efficient. 
 

I. INTRODUCTION 

 
Edge detection techniques have been successfully used for different applications. In edge detection, the abrupt changes in 
the pixel intensity are determined. These change in pixel intensities are determined by different techniques, in which 
different parameters are tuned to refine the edges of salient objects while suppressing the redundant objects from 
image. The edges obtained by different edge detector are broadly classified into two types: correct edges and false 
edges. Correct edge represent salient object and false edges are produced due to detector sensitiveness. The edge 
detection algorithms have three steps: filtering, enhancement and detection. Filtering is normally used to remove the 
noise from image. Enhancement is used to magnify the pixel intensity values in local area of an image and in detection the 
strong edges are determined. Recent research in the fields of Artificial Intelligence computer vision and Pattern 
Recognition reveals that the edge detection is very important in some way or the other. Key point detection is one 
major part of the process that majorly deals with image edges not only edges but also true edges. Identified key points are 
then used to describe the feature vectors that are further used in different applications. There is much research going on 
nowadays on edge detection as it has a key role in almost all upcoming fields. 
 

II. SOBEL EDGE DETECTION 

 

Edge detection algorithms are widely used in various research fields like Image Processing, Video Processing and 
Artificial Intelligence etc. Edges are most important attribute of image information and a lot of edge detection 
algorithms are defined in literature. Sobel edge detection algorithm is chosen among of them due to its property of less 
deterioration in high level of noise. FPGA is becoming the most dominant form of programmable logic over past few 
years and it has advantages of low investment cost and desktop testing with moderate processing speed and thereby 
offering itself as suitable one for real time application. This paper describes an efficient architecture for Sobel edge 
detector which is faster and takes less space than the Existing architecture. 
 
1- First order derivative operator's (gradient method) is contain Robert Detector,Prewitt Detector and Sobel Detector 
where: Robert Detector : It is gradient based operator. It firstly computes the sum of the squares of the difference between 
diagonally adjacent pixels through discrete differentiation and then calculate approximate gradient of the image. The input 
image is convolved with the default kernels of operator and gradient magnitude and directions are computed. It uses 
following 2 x2 two kernels as shown in bellow Table 1.3 
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Prewitt Detector: The function of Prewitt edge detector is almost same as of Sobel detector but have different kernels as 
shown in bellow Table 1.4 

 
And Sobel Detector: is one of the most frequently used in edge detection . Sobel edge detection can be implemented by 
filtering an image with left mask or kernel. Filter the image again with the other mask. After this square of the pixels 
values of each filtered image. Now add the two results and compute their root. The 3 × 3 convolution masks for the 
Sobel based operator as shown in Bellow Table 1.5 

 
Sobel has two main advantages: it has some smoothing effect to the random noise of the image: 
 
1) Since the introduction of the average factor, it has some smoothing effect to the random noise of the image. 
2) Because it is the differential of two rows or two columns, so the element of the edge on both sides ha been 
enhanced, so that the edge seems thick and bright. 
 
The Sobel operator is used mostly although it is slower than the Roberts cross operator, because its horizontal and vertical 
kernels smooth the input image and makes operator less sensitive to noise. The reason for using Sobel operator is that it 
has relatively small masks compare to other operators. 
 
2- Second order derivative operator's is contain Laplacian of Gaussian: 
 
The Laplacian is a 2-D isotropic measure of the 2nd spatial derivative of an image. The Laplacian of an image highlights 
regions of rapid intensity change and is therefore often used for edge detection. The operator normally takes a single 
gray level image as input and produces another gray level image as output. The Laplacian L(x,y) of an image with pixel 
intensity values I(x,y) is given below: 

 
 
Since the input image is represented as a set of discrete pixels, we have to find a discrete convolution kernel that can 
approximate the second derivatives in the definition of the Laplacian. Three commonly used small kernels are shown in 
bellow Table 1.6 
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Three commonly used discrete approximations to the Laplacian 

 

Edges characterize boundaries and are therefore considered for prime importance in image processing. An edge is seen at 
a place where an image has a strong intensity contrast. Edges could also be represented by a difference in color, without 
any difference in intensity. Edges include large amount of important information about the image. The changes in pixel 
intensity describe the boundaries of objects in an image. 
 

III. SOBEL EDGE DETECTION 

 

Algorithm for Sobel Edge Detection The Sobel Edge Detection Operator is 3×3 spatial mask. It is based on first 
derivative based operation. The Sobel masks are defined as: 
 

 
 
Suppose the pixel value of a 3×3 sub-window of an image is as shown as in Table 1.7 
 

 
The pixel intensity values of a 3×3 sub-window of an image Applying the Sobel mask on the sub-window of Fig. 1 
yields 

 
IV. SOFTWARE REQUIREMENTS 

 

 Verification Tool 
o Modelsim 6.4c 

 Synthesis Tool 
o Xilinx ISE 13. 

 
Xilinx SRAM-based FPGAs 

The basic structure of Xilinx FPGAs is array-based, meaning that each chip comprises a two dimensional array of logic 
blocks that can be interconnected via horizontal and vertical routing channels. An illustration of this type of architecture 
was shown in Figure. Xilinx introduced the first FPGA family, called the XC2000 series, in about 1985 and now offers 
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three more generations: XC3000, XC4000, and XC5000. Although the XC3000 devices are still widely used, we will 
focus on the more recent and more popular XC4000 family. We note that XC5000 is similar to XC4000, but has been 
engineered to offer similar features at a more attractive price, with some penalty in speed. We should also note that 
Xilinx has recently introduced an FPGA family based on anti-fuses, called the XC8100. The XC8100 has many 
interesting features, but since it is not yet in widespread use, we will not discuss it here. The Xilinx 4000 family devices 
range in capacity from about 2000 to more than 15,000 equivalent gates. The XC4000 features a logic block (called a 
Configurable Logic Block (CLB) by Xilinx) that is based on look-up tables (LUTs). A LUT is a small one bit wide 
memory array, where the address lines for the memory are inputs of the logic block and the one bit output from the 
memory is the LUT output. A LUT with K inputs would then correspond to a 2K x 1 bit memory, and can realize any 
logic function of its K inputs by programming the logic function’s truth table directly into the memory. The XC4000 
CLB contains three separate LUTs, in the configuration . There are two 4-input LUTS that are fed by CLB inputs, and 
the third LUT can be used in combination with the other two. This arrangement allows the CLB to implement a wide 
range of logic functions of up to nine inputs, two separate functions of four inputs or other possibilities. Each CLB also 
contains two flip-flops. 
 

 
FIG  Xilinx XC4000 Configurable Logic Block (CLB) 

 

V. CODE IMPLEMENTATION 

 

SOBEL WITH STOCHASTIC LOGIC 

sobeldx sobeldx_inst(clk, rese 
start, im11, im21, im31, im12, 
im22, 
 
im32, im13, im23, im33, dxy 

); 
 
initial begin clk=0; reset=0; start=0; 
end always 
#20 clk=~clk; initial 

begin 
 
$readmemh("image_textfile.txt",mem); file_id=$fopen("edgefile.txt"); 
end initial begin #200; 
for (k=0;k<(`MAX_LEN);k=k+9) begin 
 
@(negedge clk) begin 
reset=1; start=1; im11=mem[k]; im21=mem[k+1]; im31=mem[k+2]; im12=mem[k+3]; im22=mem[k+4]; 
im32=mem[k+5]; im13=mem[k+6]; im23=mem[k+7]; im33=mem[k+8]; 
end end 
@(negedge clk) start=0; $fclose(file_id); 
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$finish; 
 
End 
 
always @(negedge clk) begin 
if(reset) begin 
$fdisplay(file_id,"%d",dxy); 
 
$display("%d",dxy); End 
 

DEVICE UTILIZATION SUMMARY 

 

 

RTL SCHEMATIC 

 

 

VI. CONCLUSION 

 
This paper mainly focuses on the design and simulation System of the Sobel edge detection method. This method uses 
two 3×3 convolution masks to estimate gradient in X and Y-direction and which is easy to implement than other 
operators. The Sobel edge detection method calculates 2-D spatial gradient of image intensity at each point of an image 
by convolution with small and integer valued filters therefore relatively less expensive in terms of computations. 
Application of Sobel edge detection algorithm to an image may considerably decrease the amount of details to be 
processed and with pulse width modulation, time-encoded signals corresponding to specific values are generated by 
adjusting the frequency and duty cycles of signals. With this approach, the latency, area consumption is all greatly 
reduced. 
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