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ABSTRACT: In the modern university setting, diverse digital data streams originating from various sources, reflecting 

different facets of student life, are generated daily. However, integrating these data to gain a comprehensive 

understanding of students, accurately predicting their academic performance, and leveraging such predictions to 

enhance student engagement with the university pose significant challenges. To address these challenges, this paper 

proposes a model called Augmented Education (AugmentED). In our investigation, we conduct an experiment utilizing 

a real-world campus dataset of college students (N = 156), amalgamating multisource behavioral data encompassing 

both online and offline learning activities, as well as behaviors within and outside the classroom. Specifically, to gain a 

deep understanding of the factors influencing academic performance, we analyze metrics that measure linear and 

nonlinear changes in behavioral patterns, such as regularity and stability in campus lifestyles. Additionally, we extract 

features representing dynamic changes in temporal lifestyle patterns using long short-term memory (LSTM) 

techniques. Subsequently, we develop machine learning-based classification algorithms to predict academic 

performance. Finally, we design visualized feedback mechanisms aimed at empowering students, particularly those at 

risk, to optimize their interactions with the university and achieve a balance between their academic and personal lives. 

Our experiments demonstrate that the AugmentED model exhibits high accuracy in predicting students' academic 

performance. 

 

KEYWORDS: Multisource behavioral data, Linear and nonlinear behavioral changes, Regularity and stability, Long 

short-term memory (LSTM), Academic performance prediction, Visualized feedback, Study-life balance. 

 

I. INTRODUCTION 

 

Today's educational environment places a greater emphasis on utilizing the abundance of data that students produce 

during their academic careers in order to better understand and improve their academic performance. Teachers and 

educational institutions have a promising new opportunity to learn more about the learning patterns and results of their 

students thanks to the integration of multi-source, multi-feature behavioral data, which is driving the growing field of 

academic performance prediction. Scholars and practitioners are working to build comprehensive models that can 

predict academic success more accurately than ever before by utilizing data from a variety of sources, including social 

interactions, attendance records from outside of the classroom, online learning platforms, and extracurricular activities. 

The fusion of advanced data analytics methods with the widespread adoption of digital technologies within educational 

contexts has sparked a fundamental shift in how we perceive and approach the prediction of academic performance. 

Rather than relying solely on traditional markers like exam scores or GPA, modern methodologies prioritize the 

synthesis and examination of diverse behavioral data streams. These encompass quantitative metrics such as study time 

and test results, alongside qualitative indicators like engagement levels, collaboration patterns, and even emotional 

states inferred from textual or sensor data. By amalgamating these varied data sources, researchers strive to develop 

comprehensive predictive models that capture the complex interplay between students' actions, surroundings, and 

academic achievements. In today's data-driven educational landscape, forecasting academic success based on 

multifaceted behavioral data offers considerable potential for reshaping student outcomes. By amalgamating data from 

online platforms, classroom interactions, extracurricular activities, and social behaviors, researchers seek to create all-

encompassing predictive models. Advanced machine learning techniques comb through this wealth of information to 

identify significant correlations and predictors of academic success. Given the interdisciplinary nature of this endeavor, 
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collaboration across fields such as education, psychology, computer science, and data analytics is essential. 

Implementing robust predictive models enables educators to intervene proactively and optimize resource allocation. 

However, ethical considerations regarding data privacy and security must be carefully addressed throughout this 

process. As educational institutions embrace digital innovations, leveraging multi-source data analytics becomes crucial 

for ensuring equitable access to high-quality education. Through responsible technological deployment, we can drive 

positive educational outcomes and broader societal benefits. 

 

II. RELATED WORK 

 

In today's digital age, the abundance of datasets worldwide has led to a surge in popularity for analyzing and deriving 

insights from them. In our research, we extensively reviewed existing studies using statistical methods to understand 

the importance of visualizing datasets. We considered numerous research works for this purpose. We address academic 

performance prediction as a classification problem in our work. We divide academic achievement into three groups 

based on Kelley's high-low discrimination index: low, medium, and high. We have access to a digital campus dataset, 

and our main goals are to use it to train a classification algorithm, along with using the raw data to extract specific 

features and find features that are highly connected with their  performanceacademically, and finally provide visual 

feedback based on the prediction results. 

 

III. PROPOSED SYSTEM 

     

In the study, we treat prediction of academic achievement as a classification problem, classifying academic 

performance into low, medium, and high categories using Kelley's high-low discrimination score. Our main goal is 

feature extraction from different data sources, and use the features with high connection to success in academics to train 

a classification algorithm given a dataset of a digital campus. Three major contributions are made by our proposed 

model, Augment ED, which attempts to predict for college students. 

     

First off, this is noteworthy for being the first in data fusion as it thoroughly collects, examines, and uses multisource 

data on the behaviour on campus with offline learning and also both in and out of the classroom to predict academic 

achievement. We are able to compile a thorough profile of every pupil thanks to this method. 

Second, in terms of feature assessment, we employ a variety of approaches, such as deep learning (LSTM), nonlinear, 

and linear techniques, to evaluate behavioural changes. This thorough investigation provides a methodical 

comprehension of the behavioural patterns exhibited by the students. Notably, our work employs LSTM for the first 

time in the analysis of students' behavioural time series data and presents three unique nonlinear metrics (LyE, HurstE, 

and DFA). 

     

IV. METHODOLOGY 

 

Three sub-modules make up the majority of the project. These are the three modules that are available: 

1. Data Collection and Preparation. 

2. Model Selection 

3. Integration and Deployment. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig – 1: Architecture of NLP Analyzer 
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4.1 Data Collection and Preparation: 

The process of gathering data is the initial step in the actual building of a machine learning model. The more and better 

data we collect, the more our model will perform, so this is a crucial phase that will cascade the model's quality.  

There are numerous methods for gathering the data, including manual interventions, web scraping.  

Kaggle's academic performance dataset  

Link:  https://www.kaggle.com/c/1056lab-student-performance-prediction/data 

There are 1044 number of records 

In this data set we are taken 34 columns in the dataset, which are described below. 

Identifier - Student's ID 

Institution - The school attended by the student (coded as 'GP' for Gabriel Pereira or 'MS' for Mousinho da Silveira) 

Subject - The subject of the student's class (coded as 'mat' for Mathematics or 'por' for Portuguese language) 

Gender - The student's gender (coded as 'F' for female or 'M' for male) 

Age - The student's age, which ranges from 15 to 22 

Residence - The student's residential status (designated as 'U' for urban areas or 'R' for rural areas) 

Family Size - The family size of the student (specified as 'GT3' for larger than three or 'LE3' for less than or equal to 

three) 

Parental Cohabitation Status - The student's family size (designated as 'GT3' for sizes greater than three or 'LE3' for 

sizes less than or equal to three) 

Mother's Education - The mother of the student's level of education (from 0 for no education to 4 for higher 

education) 

Father's Education - The father of the student's degree of education (from 0 for no education to 4 for higher 

education) 

Mother's Occupation - The mother of the student works in one of the following (categories: "teacher," "healthcare," 

"services," "at home," or "other.") 

Father's Occupation – The father of the student works in one of the following (categories: "teacher," "healthcare," 

"services," "at home," or "other.") 

Cause of School Choice: The reasons behind choosing the present institution (which can be classified as "close to 

home," "school reputation," "course preference," or "other"). 

Guardian: The student's guardian, also referred to as their "mother," "father," or "other." 

Travel Time - The duration of travel from home to school (coded as one for less than fifteen minutes, two for fifteen to 

thirty minutes, three for thirty  minutes  to one hour, or four for more than one hour) 

Study Time - The amount of time spent on studying per week (coded as one for less than two hours, two for two to 

four hours, three for four to ten hours, or four for more than ten hours) 

Past Failures - The number of previous class failures (coded as n if one <= n < three, otherwise 4) 

Extra Educational Support: Indicates if the learner obtains additional educational support (true or false). 

Family Educational Support - Whether the student receives family educational support (coded as true or false) 

Extra Paid Classes - Whether the student takes classes by paying in that subject(Math or Portuguese) (coded as true or 

false) 

Attendance to Nursery School - Whether the student attended nursery school (coded as true or false) 

Further Education Aspiration: Indicates whether or not the student want to pursue further education (marked as true 

or false). 

Home Internet Access - Indicates whether or not the student has access to the internet at home (coded as true or false). 

Family Relationship Quality - The perceived quality of family relationships (ranging from one for very bad to five for 

excellent) 

Free Time - Amount of time available to the student after school hours (rated from one for very low to five for very 

high)  

Social Outings - Frequency of the student going out with friends (rated from 1 for very low to 5 for very high)  

Weekday Alcohol Consumption - Level of alcohol consumption by the student on weekdays (rated from one for very 

low to five for very high)  

Health - Assessment of the student's current health condition (rated from one for very bad to five for very good)  

School Absences - Number of absences recorded for the student in school (ranging from 0 to 93)  

Final Grade - The student's final grade in the course (ranging from 0 to 20, serving as the output target). 

 

The data will be transformed by us. by eliminating some columns and eliminating any missing data. We will first 

compile a list of the column names that we wish to maintain.  

https://www.kaggle.com/c/1056lab-student-performance-prediction/data
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The columns that we want to keep are the only ones that are dropped or removed next.  

Lastly, we eliminate from the data set any rows that have missing values. 

 

4.2 Model Selection 

Two datasets are required when building a machine learning model: one for testing and one for training. But that's all 

we have right now. Let's divide this in half using an 80:20 ratio. The data frame will also be divided into feature and 

label columns. 

 

Here, we imported the sklearn function train_test_split. After that, divide the dataset using it. Additionally, when 

test_size = 0.2 is used, the dataset is split into 80% train and 20% test.  

 

One tool for splitting the dataset is the random_state parameter, which seeds a random number generator.  

Returning four datasets is the function. Marked them with test_x, test_y, train_x, and train_y labels. The datasets' 

division may be seen if we look at their shape. 

 

The Random Forest Classifier, which fits several decision trees to the data, will be used in this case. Lastly, I use 

train_x and train_y to pass to the fit method in order to train the model.  

 

We must test the model after it has been trained. We will give test_x to the predict method in order to do that.  

One effective techniques in machine learning is random forest for characterizing. The supervised classification 

algorithm includes the random forest. This approach is executed in two stages: the first stage creates the forest from the 

provided dataset, and the second stage handles the prediction based on classification. 

 

4.3 Integration and Deployment 

 After the sentiment analysis model has been developed, smoothly incorporate it into a user-friendly interface to solicit 

feedback from stakeholders. In order to ensure maximum efficiency for processing different volumes of reviews, 

deploy the system to a scalable environment. Assuring continued accuracy in the dynamic world of food evaluations 

requires regular performance monitoring, tracking important data, and enabling timely adjustments to adjust to 

changing language trends. 

 

V. RESULTS 

 

An output that satisfies end user criteria and displays information in an understandable manner is considered high 

quality. Any system's outputs are used to convey processing results to users and other systems. In output design, the 

location of the information for both the hard copy output and the immediate requirement is specified. It is the user's 

primary and most direct source of information. The system's ability to support user decision-making is enhanced by 

clever and efficient output design. 

 

                                                   

                   

                    Fig  – 2: Homepage                                                                    Fig – 3: Uploaded data preview 
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                               Fig – 4: Prediction                                                          Fig – 5: Uploaded Data Visual Chart  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig – 6: Future 

 

VI. CONCLUSION 

 

In today's digital age, the analysis and extraction of insights from vast datasets are increasingly popular. During our 

research, we extensively reviewed numerous studies using statistical methods to understand the importance and 

nuances of visualizing datasets. Employing Python integrated with Tableau, we aimed to visually represent 

approximately 1000 reviews from Zomato's restaurant database. Various visualization techniques were employed to 

streamline the process, offering valuable time savings for both users and restaurant owners. Our primary focus was to 

categorize reviews as positive, neutral, or negative, enabling users to easily assess the overall sentiment. Users could 

conveniently compare highly-rated local restaurants and identify areas with the most appealing cuisine options. Despite 

our efforts, some results were classified as neutral due to limitations in the lexicon approach used in Python. This was 

mainly because certain dialectical or slang terms in the feedback were not adequately covered in standard lexicons. 
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