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ABSTRACT: This article reports on a systematic literature review that has been carried out to understand the evolution 

of approaches, strategies, and metrics used to improve the empathetic skills of chatbots. It reviews several datasets used 

in training and testing these chatbots, like EmpatheticDialogues, OpenSubtitles, Emotional Dialogues in OpenSubtitles, 

Ultrachat, Studies corpus, and a few more. The paper examines modules and approaches applied throughout different 

studies, including, response emotion/intent prediction, neural-based response generation, exemplar retrieval, synthetic 

labeling, self-other awareness, and transformer-based models. Also, it discusses the conclusions and findings of each 

study, highlighting the advancements made in empathetic response generation and the effectiveness of different 

techniques. The survey also addresses the limitations and challenges faced in this domain, such as the coverage of 

empathetic response taxonomies, data generalizability, and the need for improved evaluation metrics. This survey aims 

to inform future research and development in creating more emotionally intelligent and supportive conversational 

agents by giving a holistic view of the current state of empathetic chatbots. 

 

KEYWORDS: Empathetic Chatbot, EmpatheticDialogues, STUDIES corpus, Emotion Prediction, Neural Networks, 

Transformer Models, Exemplar Retrieval, Synthetic Labeling, Emotional Intelligence 

 

I. INTRODUCTION 
 

You can know the feelings or understand another person's situation, which is considered one of your most valuable 

human capacities. Empathy is a crucial factor in social communication, empathy received a large interest in research 

because empathy is one of the basic elements of human interaction, such as effect, personality traits, and demographic 

variables. That it can be used in a great many applications, most notably in healthcare—where empathy can improve 

both psychotherapy and general patient care—points to the large part empathy plays in establishing social cohesion and 

facilitating an effective exchange. 

 

a. Motivation to Generate Empathetic Response 

Our ability to generate empathic responses within the AI systems is the contribution of empathy which is the backbone 

of human communication. Empathy has the potential to significantly improve conversations with AI systems and in this 

way to promote authenticity and manipulate user engagement. This helps the users of a CRM or Healthcare Application 

from getting upset due to inadvertent neglect or hostility. This propelled the NLP community to express their opinion 

when they said that AI should learn to be empathetic and understand the emotions in a conversation to mimic human 

behavior. 

 

b. Compassion and the Evolution of AI Systems 
Empathic AI systems were first developed with rudimentary efforts of the implementation of intrinsically sympathetic 

chatbot responses. The magnitude of the problems with the early systems is hardly expressed: the crude, rule-based 

processes that they were based on rarely achieved a level even close to capturing the complexity of human emotions 

The functionality has improved massively by leveraging complex machine learning and NLP algorithms into it. 

Sentiment analysis, deeper learning, and natural language processing can provide the illusion of a slightly less robotic 

sentence used as a response with a modicum of empathy. This has, thereby, opened the scope for AI to emulate and 

comprehend human empathy which has resulted in building the way for deeper live interactions. 

 

c. Significance of Human-AI Interaction 

Human-AI interaction is becoming more common not only in arenas like customer service, healthcare, and education, 

the presence of these interactions opens up the importance of empathy when it comes to these interactions. Empathy 
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leads to great conversations and customer success — which connects the user with a service and makes him feel happy 

about doing business. The human-AI interaction is increasingly becoming common not only in fields such as customer 

service, healthcare, and education but also the presence of such interactions highlights the relevance of empathy in 

building human-AI interactions. Empathy results in good conversations and customers’ success — this connects a user 

to a service and makes him/her feel good about engaging in commerce. Ensuring a strong appeal with customer service, 

Empathetic AI has the potential to have a direct recognition of a patient within healthcare to offer comfort, empathy, 

and understanding alongside their solution for a better patient care journey. As a consequence, the inclusion of empathy 

in AI is a key requirement for providing high-quality human-AI interaction. 

 

d. Problems in AI Communication Today 

It is still quite difficult to achieve truly empathic communication between humans and AI systems despite the strides 

made in AI technology. The most fundamental issue is grasping subtle emotional distinctions that are different from 

one person or setting to another. Also important is sustaining the context through the conversation; failure to remember 

past interactions can result in wrong or non-empathetic feedback. Finally, it is not easy to have sympathetic responses 

that emanate from our AI’s heart. Hence it becomes necessary for the artificial intelligence system not only to detect 

and respond to emotions but also do this in a way that seems genuinely human-like rather than scripted or robotic. 

 

e. Metrics as Used in Empathetic AI Systems 

Several metrics are used to evaluate the effectiveness of empathetic AI systems, assessing both the perceived empathy 

and technical performance of responses. Some examples of recently used are: 

- User Satisfaction Scores: This is obtained from the feedback given by users about how satisfied they are with the 

responses made by an AI. 

- Engagement Metrics: They include response time, conversation length, and user retention rates. 

- Sentiment Analysis: These use sentiment analysis tools to assess the emotional tone of responses. 

- Empathy Rating Scales: Some scales have been developed for this purpose, rating how empathic AI responses are. 

- Human-AI Interaction Quality: Different aspects like coherence, relevance, and emotional appropriateness show 

how good interactions between humans and AIs are. 

 

f. Approaches Utilized in Generating Empathetic Response 

Several advanced approaches are used in developing empathetic AI systems such as; 

- Natural Language Processing (NLP): Techniques concerned with understanding and creating human-like language, 

which includes syntax as well as semantics. 

- Machine Learning and Deep Learning: Algorithms and neural networks that allow the AI to learn from large 

amounts of data about how humans interact. 

- Sentiment Analysis: Tools and models that can determine the emotional tone in a given text. 

- Contextual Understanding: These techniques enable the AI to keep the conversation context over time to give 

coherent responses that make sense 

- Emotion Recognition: Systems that actively detect emotions from text, voice, or facial expressions and adjust 

responses accordingly. 

- Transfer Learning: The use of pre-trained models based on extensive data to enhance empathetic response 

generation. 

 

g. Scope and Objectives of the Paper 

This paper examines how to build artificial empathy through exploring methods, approaches, and challenges; and 

analyzing the story behind them ever since they started to what we have now in this evolution. The paper will also 

explore how to be at peace with this demand for user empathy through empirical evaluation in terms of the preceding 

research facts; while in the most recent past, it has been disclosed. Identifying major findings, and what can be 

appealed to are some of the aims which have been targeted. The objectives include identifying key findings, 

highlighting contributions to the field, and proposing future directions for research and development in empathetic AI 

systems. 

 

II. LITERATURE SURVEY 

 

[1]This study proposes an approach for generating empathetic responses in neural chatbots by utilizing a taxonomy of 

empathetic response intents. The researchers employ both rule-based decision tree methods and neural-based 

https://arxiv.org/abs/2305.10096
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approaches to control and interpret empathy in chatbot responses. They evaluate their methods on three datasets, 

including EmpatheticDialogues, OpenSubtitles, and Emotional Dialogues in OpenSubtitles, highlighting the 

effectiveness of neural predictors and decision tree methods in generating empathetic responses. 

 

[2]Focused on developing an empathetic chatbot for mental health support, this research employs diverse techniques 

such as MarianMT's Back Translation for data augmentation and reinforcement learning for interactive engagement. 

The chatbot is trained and fine-tuned on data scraped from the Tears of Themis game-related questions and the 

Ultrachat dataset. While the chatbot shows promise in providing emotional support, challenges arise from limited data 

selection and issues with chatbot forgetfulness. 

 

[3]Introducing ChatGPT-EDSS, this paper presents a tool for empathetic speech synthesis trained from ChatGPT-

derived context word embeddings. The researchers utilize a STUDIES corpus for training and evaluation, highlighting 

the integration of context word embeddings into speech synthesis models. While ChatGPT-EDSS shows promise in 

generating empathetic speech, challenges remain in addressing diverse ChatGPT responses and meeting pre-specified 

requirements for context word usage. 

 

[4]This study proposes a novel approach for empathetic response generation guided by exemplars. The researchers 

develop a model that surpasses existing baseline models in terms of response quality, leveraging exemplars from the 

EmpatheticDialogues dataset. Despite achieving superior performance, the model struggles with multiturn contexts and 

may face challenges in generalizing to diverse conversational settings. 

 

[5]Investigating the role of self-other awareness in empathetic response generation, this research introduces the 

EmpSOA model. The model comprises three key stages: SelfOther Differentiation (SOD), Self-Other Modulation 

(SOM), and Self-Other Generation (SOG). While the EmpSOA model demonstrates superior empathetic response 

generation compared to baseline models, challenges arise in maintaining self-awareness in longer conversations and 

balancing self and other awareness. 

 

[6]This study presents a multitasking framework for emotion identification and empathetic response generation in 

dialogues. The researchers developed a unified text-to-text transformer model trained on the 

EMPATHETICDIALOGUES dataset. While the model achieves promising results in multitasking, challenges remain 

in balancing emotion labels and ensuring adequate dataset coverage for diverse emotional expressions. 

 

[9]Developing a chatbot for an online health community, this research introduces the CASS chatbot system. The 

chatbot is trained on data collected from a pregnancy forum within an online community and utilizes a neural network-

based classification module for response generation. While CASS demonstrates effectiveness in providing support, 

limitations arise from the lack of detailed dataset information and potential biases from undisclosed chatbot identity. 

 

[10]EmpBot, a T5-based chatbot focusing on sentiment understanding and empathetic response generation, is 

introduced in this study. The researchers employ fine-tuning on the EMPATHETICDIALOGUES dataset using 

response language modeling, sentiment understanding, and empathy-forcing algorithms. Despite achieving results on 

par with state-of-the-art models, challenges persist in overreliance on sentiment analysis and computational intensity. 

 

[11]Investigating human-robot interaction, this research introduces a transformer-based dialogue agent for generating 

empathetic responses. The model achieves accuracy in emotion classification but faces challenges in improving 

emotion models and verbal response quality. However, the study demonstrates the potential for real-time human-robot 

interaction in emotional contexts. 

 

[12]Proposing a model guided by exemplars for neural dialogue generation, this study outperforms baseline models in 

response quality and diversity. The researchers develop an exemplary conversation retriever and employ a multi-source 

sampling mechanism for model training. Despite achieving promising results, challenges arise in maintaining response 

diversity and ensuring quality topic modeling for exemplar retrieval. 
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Table 1 Systematic Literature Review on Empathetic Chatbots 

 

Study Title Dataset Summary of Main Findings 

Use of a Taxonomy of Empathetic 

Response Intents to Control and 

Interpret Empathy in Neural 

Chatbots 

EmpatheticDialogues, 

OpenSubtitles, 

Emotional Dialogues in 

OpenSubtitles 

Neural predictors performed best overall, 

Decision tree methods offered diverse 

approaches, Highlighted the effectiveness 

of neural predictors and decision tree 

methods in generating empathetic 

responses 

An Empathetic User-Centric 

Chatbot for Emotional Support 

Tears of Themis game-

related questions, 

Ultrachat dataset 

Effective in providing emotional support, 

Improved engagement, Integrates large 

language model capabilities, Shows 

promise in providing emotional support 

ChatGPT-EDSS: Empathetic 

Dialogue Speech Synthesis Trained 

from ChatGPT-derived Context 

Word Embeddings 

STUDIES corpus 

Effective in empathetic speech generation, 

Needs further research for diverse 

conversations, Created ChatGPT-EDSS 

for empathetic speech synthesis, Integrated 

context word embeddings into speech 

synthesis models 

Exemplars-guided Empathetic 

Response Generation 

EmpatheticDialogues, 

EmpathyMentalHealth 

Performance superiority: outperforms 

SOTA baseline models, Guided by 

exemplars from the EmpatheticDialogues 

dataset, Achieves superior performance, 

Struggles with multiturn contexts, 

Challenges in generalizing to diverse 

conversational settings 

Don’t Lose Yourself! Empathetic 

Response Generation Guided by 

Self-Other Awareness 

EmpatheticDialogues  

EmpSOA Model superiority: demonstrates 

superior empathetic response generation, 

Introduces the EmpSOA model with 

stages like Self-Other Differentiation, 

Modulation, and Generation, Shows 

promise in maintaining self-other 

awareness 

Multitasking Framework for 

Emotion Identification and 

Empathetic Response Generation 

in Dialogues 

EmpatheticDialogues  

Achieves promising results in 

multitasking, Challenges remain in 

balancing emotion labels, Ensuring 

adequate dataset coverage for diverse 

emotional expressions, Utilizing a unified 

text-to-text transformer trained on the 

EMPATHETICDIALOGUES dataset 

CASS: Chatbot for an Online 

Health Community 

Data collected from a 

pregnancy forum 

Effective in providing support, Limitations 

from lack of detailed dataset information, 

Potential biases from undisclosed chatbot 

identity, Uses neural network-based 

classification trained on data from an 

online pregnancy forum 
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EmpBot: T5-based Chatbot for 

Sentiment Understanding and 

Empathetic Response Generation 

EmpatheticDialogues  

Achieves results on par with state-of-the-

art models, Challenges in overreliance on 

sentiment analysis, Computational 

intensity, Fine-tuned on the 

EMPATHETICDIALOGUES dataset 

using response language modeling, 

sentiment understanding, and empathy-

forcing algorithms 

Transformer-based Dialogue Agent 

for Human-Robot Interaction 
EmpatheticDialogues 

Analyses sentiments in a new 2D 

circumplex model with natural responses, 

Challenges in improving emotion models, 

Challenges in verbal response quality, 

Achieves accuracy in emotion 

classification 

Exemplary Conversation Retriever 

for Neural Dialogue Generation 

Open domain 

conversation corpus 

Outperforms baseline models in response 

quality and diversity, Challenges in 

maintaining response diversity, Ensuring 

quality topic modeling for exemplar 

retrieval, Develops an exemplary 

conversation retriever, Employs a multi-

source sampling mechanism for model 

training 

 

III. EVALUATION METRICS 

 

Chatbots Evaluation Metrics: Chatbots are expected to produce sympathy, predict the user's feelings, and execute 

conversation predictions rather than plain bots that is why their performance evaluation as demands many evaluation 

metrics that may consider them to work or not. These metrics help you to quantify different properties of the chatbot 

and, in return, can help you to tune design or functionality to improve experience.  

 

Macro-F1: Similarly, the Macro F1 score can be used to evaluate the model's multipleclass, or multi-category response 

prediction prowess. The macro F1 score balances precision and recall for the two other manners of emotional states or 

intents, offering guidelines on how well the chatbot performs on the whole in being able to effectively understand and 

respond to user input. 

 

Mean Absolute Error (MAE): MAE is an easy metric that tells how well a model predicts values by finding the 

average absolute differences between its predictions and those given for some data points. MAE can be adopted as one 

of the metrics to measure the performance of the sentiment prediction or emotion recognition models in the chatbot use 

case to understand its capability to capture and interpret the emotions of the users correctly. 

 

Bleu Score: The BLEU score is a very common metric used to test the quality of the machine text generated by 

comparing it to one or more of the reference translations. BLEU Scores: The Bleu score gives an idea of how many n-

grams generated responses overlap with human responses. A higher BLEU score means better agreement with human-

generated outputs. 

 

Perplexity (PPL): A lower negative log-likelihood means the language model is more predictive, and doesn't require 

any further training; we use PPL because it measures how good the model is at generalizing to new unseen data in 

practice, as it realistically represents the likelihood of generating the next word (and the whole sentence), rendering it 

inherently the quantization abiding over the true domain of natural language texts when the sequence is formed by all 

language tokens. Lower perplexity scores mean that the model understands the patterns and structure of the language 

better, which will result in more natural and context-appropriate outputs. For chatbots, MQA has the great advantage of 

being able to express at a high level how well the model can generate text and follow a conversation by being coherent 

and engaging. 
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Human Evaluated Metrics: Human evaluation metrics are an essential measure to evaluate how chatbots generate 

empathetic responses and their quality and effectiveness. These metrics provide invaluable information by asking 

humans (judges) to rate how well answers satisfy relevance, coherence, empathy, and overall satisfaction, among other 

criteria. 

 

Characteristics Of Diversity (Distinct-1, Distinct-2): Characteristic metrics are used to evaluate how different the 

responses are so that we do not experience repetitive conversations due to monotony. Unique unigrams are used in 

calculating distinct-1, whereas distinct-2 uses unique bigrams. Chatbots with high distinct values tend to be more 

diverse in their responses which eventually results in increased consumer satisfaction as they can choose from various 

conversational alternatives. 

 

Accuracy And Recall: When it comes to accuracy, much has been said about sentiment analysis. This is because they 

look at the difference between correct predictions and the number of examples that exist. Thanks to emotion 

recognition, the same system is used. The model will predict an instance as true positive, only if it is a fact. This way, it 

can answer according to what it knows and probably learn more about someone else. These numbers assist in 

guaranteeing those chatbots can effectively comprehend and take care of user feelings, hence leading to more 

sentimental as well as personalized interactions among them all. Thus, through the utilization of such assessment 

criteria, those who create bots for chatting purposes will be in a better position to find out how well they are 

functioning while at the same time locating their flaws hence making it possible for such systems to be improved upon 

to enhance their empathy levels, responsively and interactivity during conversations. 

 

IV. DATASETS USED 
 

Perhaps most importantly, to guide future work, a useful summary of the data is derived from the datasets used for 

training and evaluation: these very detailed data capture something of the texture and variety that the human-like 

empathetic chatbots are built from. A closer look at the data types of each dataset 

 

EmpatheticDialogues: Consists of tens of thousands of conversational exchanges between two crowd workers, which 

have been stored as a continuous stream of text, yielding a far richer annotated dataset for the understanding of human 

interactions with emotion-girded conversations. EmpatheticDialogues helps chatbots learn different ways of expressing 

emotions and empathetic replies with a vast library of dialogues. A dataset of around 25,000 conversations across 

topics and contexts, with examples of how to train a chatbot to learn how to wield empathy while engaging with users. 

 

OpenSubtitles and Emotional Dialogues in OpenSubtitles: The texts come from movie subtitles, which present a 

wide range of movie genres, themes, and emotional contexts. Though the word per sentence count might not be the 

same, OpenSubtitles is widely recognized for its large subtitle inventory in several different languages and therefore 

provides chatbots with access to a plethora of conversational styles as well as linguistic subtleties. Emotional Dialogues 

in OpenSubtitles: Conversational emotion data is crucial for training chatbots to understand how we express emotions. 

 

Ultrachat dataset: This dataset comprises conversational data scraped from online forums and platforms, capturing the 

nuances of contemporary language usage and online discourse. While specific details such as the number of words may 

vary, Ultrachat offers a rich source of conversational data for training and fine-tuning chatbot models. Its diverse 

content and varied conversational styles enable chatbots to adapt to different communication contexts and engage users 

with empathy and understanding. 

 

STUDIES corpus: This curated collection of dialogues is tailored for specific research purposes, providing researchers 

with controlled environments for experimentation and evaluation. While the exact size of the corpus may vary, the 

STUDIES corpus offers researchers the flexibility to explore novel approaches and techniques for enhancing the 

empathetic capabilities of chatbots-. By providing a structured format it encourages a more precise evaluation and 

comparison of distinct models used in chatbot technology, thereby the advancement of natural language understanding 

and generation. 

 

Using these datasets, researchers and developers can then create an empathetic chatbot that has been trained across the 

diverse conversational data, allowing it to make predictions and write responses candidly to comprehend and 

sympathetically interpret a user's emotions and reply in kind and with sensitivity(range) to how the message was sent. 
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V. CHALLENGES 

 

Several obstacles prevent the creation of empathetic chatbots from being as effective and conversational as they may be. 

First, due to its relatively short interaction length, the EMPATHETICDIALOGUES dataset is limited in exploring self-

other awareness over longer dialogues—a crucial aspect of preserving coherence and empathy in talks that last a long 

time. 

 

Additionally, the lack of sufficient integration of high-quality commonsense information hinders the chatbot's capacity 

to completely understand and react to complex emotional settings. More reliable assessment instruments must be 

created because the evaluation measures in use today are insufficient for measuring empathy. Moreover, the chatbot's 

flexibility and engagement are constrained by its dependence on a small dataset and text-based interactions, 

underscoring the need for multi-modal features and a wider variety of conversational content.  

 

Finally, the chatbot's inability to maintain interesting and contextually relevant conversations is further hampered by 

problems with memory recall and language appropriateness. 

 

VI. CONCLUSION 
 

This review article concluded with a thorough analysis of the development of empathetic chatbots, including the many 

methods, objectives, and evaluation metrics used to improve their performance. Chatbots' understanding and empathy 

have improved dramatically as a result of the development of methodologies that range from simple rule-based systems 

to complex neural network models. Evaluation metrics that have been important in evaluating these advancements 

include the macro F1 score, BLEU score, perplexity, and human-evaluated criteria. In addition, a variety of datasets, 

including the STUDIES corpus, OpenSubtitles, Ultrachat, and Empathetic dialogues have been important in the training 

and optimization of these systems. As the field expands, continuous innovation and research are crucial to overcoming 

current obstacles and improving conversational agents' emotional intelligence and supportive abilities. 
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