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ABSTRACT: Parkinson's disease (PD) is a prevalent neurodegenerative disorder characterized by motor dysfunctions 

such as difficulty in sitting, standing, walking, and maintaining balance, particularly in its advanced stages. Early 

detection through clinical evaluation and functional testing is crucial for effective intervention and rehabilitation. The 

disease affects over 1% of people above 60 and is associated with Lewy bodies and degeneration of dopaminergic 

neurons in the substantia nigra. While most cases are idiopathic, about 10% have genetic origins, usually affecting 

younger individuals. Diagnosis typically begins with a thorough history and physical examination, often utilizing the 

Unified Parkinson Disease Rating Scale to assess various aspects of the patient's condition. Electroencephalograms 

(EEGs) provide valuable insights into brain activity and can support research and healthcare through brain-computer 

interface (BCI) systems. These systems leverage machine learning algorithms to monitor and analyze cognitive states, 

offering high temporal resolution measurements of brain electrical activity. In addition to EEG, spectral analysis of 

voice has proven effective in identifying anomalies in speech characteristics among PD patients, such as decreased 

fundamental frequency, altered harmonics-to-noise ratio, and increased jitter and shimmer. Given the complexity and 

high-dimensional nature of voice data, advanced machine learning methods can significantly enhance the accuracy of 

classifying voice samples for PD detection. This study successfully developed a machine learning model that achieved 

90% accuracy in predicting Parkinson's disease based on voice analysis. The model's performance was evaluated using 

a confusion matrix, revealing 41 true positives, 13 false positives, 12 false negatives, and 183 true negatives. The 

model's ROC curve showed an Area Under the Curve (AUC) of 86.11% for each class. Local interpretable model-

agnostic explanations (LIME) were used to interpret the model's predictions, identifying eight features that negatively 

impacted accuracy. 
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I. INTRODUCTION 

 

Among the most common neurodegenerative illnesses is Parkinson's disease. In its most severe phases, Parkinson's 

disease (PD) causes motor dysfunction that makes it difficult to perform fundamental daily tasks like sitting, standing, 

walking, and balance and it is a common neurodegenerative condition that progresses [1,2]. Healthcare professionals 

can appropriately intervene in rehabilitation plans when Parkinson's disease (PD) is detected early through clinical 

evaluation and functional testing [3]. Over the age of 60, at least 1% of people are thought to have Parkinson disease. 

Lewy bodies and the degeneration of dopaminergic neurons in the substantia nigra are linked to the illness. The 

majority are idiopathic. Genetic causes account for only 10% of instances, and they are typically young people [4]. 

 

Patients with Parkinson's disease (PD) is often evaluated beginning with a history and physical examination designed to 

identify the indicators mentioned above. The Unified Parkinson Disease Rating Scale can be used by movement 

disorders clinics to measure a patient's mentation, behavior, mood, activities of daily living, tremors, motor exams, and 

therapy-related problems [5,6]. 

 

An electroencephalogram can be used to show the average activity of cortical neurons throughout the cortex (EEG). 

EEG signals can be thought of as brain-computer interface systems (BCI) since intelligent BCI based on EEG allows 
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continuous monitoring of variations in human cognitive states and is useful for research in many domains and 

healthcare support. Using machine learning algorithms, this system detects how the human brain may connect with the 

surroundings and cutting-edge technology [7]. EEG signals are the most widely utilized non-invasive modality for both 

clinical and real-world BCIs, as they provide a high temporal resolution direct measurement of brain electrical activity 

[8,9] 

 

But there is a Spectral analysis approach to examine the voices of patients with Parkinson Disease [10]. Using spectral 

analysis, it was possible to identify various anomalies in particular speech characteristics in PD patients, including 

decreased fundamental frequency and harmonics-to-noise ratio as well as increased jitter and shimmer 

[11,12,13,14,15,22]. On the other hand, the human voice is a complicated phenomenon with high-dimensional data 

based on an exponentially large number of features. Therefore, in addition to the independent analysis using spectral 

analysis of voice features (i.e., fundamental frequency), more sophisticated methods capable of analyzing and 

dynamically combining high-dimensional datasets of voice features, like machine-learning algorithms, would greatly 

increase the accuracy of the objective classification of voice samples in Parkinson's disease [16-21]. In fact, machine 

learning has made it possible to classify voice impairment in a variety of neurologic illnesses objectively and 

automatically—with hitherto unknown high accuracy. 

 

II. METHODOLOGY 
 

The voice dataset was taken from Kaggle with 22 features in CSV files, it consist of voice recording frequencies of 

healthy people and people with Parkinson disease. These are the features and descriptions: MDVP:Fo(Hz) - Mean 

fundamental frequency of voice, Maximum vocal fundamental frequency (MDVP:Fhi(Hz)), MDVP:Flo(Hz) - The 

lowest fundamental frequency of voice, MDVP:Jitter(%),MDVP:Jitter(Abs),MDVP:PPQ,Jitter:DDP, and MDVP:RAP 

- A several measures of variation in fundamental frequency, Multiple amplitude variation measures: 

MDVP:Shimmer,MDVP:Shimmer(dB),Shimmer:APQ3,Shimmer:APQ5,MDVP:APQ,Shimmer:DDA NHR and HNR 

are two measurements of the voice's noise to tone component ratio. status - The subject's health status (zero) - healthy, 

(one) - Parkinson's Two measurements of nonlinear dynamical complexity are RPDE and D2. DFA: Fractal scaling 

exponent of a signal Three nonlinear metrics of fundamental frequency variation are spread1, spread2, and PPE. 

After the data gathering, the data was imported in MATLAB 2023b for classification. In (a), shows some of dataset 

imported in MATLAB. 

 

 
 

(a). Parkinson Dataset 

 

After importation of the datasets, the text data were run in MATLAB classification learner for machine learning 

process. And during the pre-processing, the cross-fold validation of 5 folds was applied for better accuracy validation 

measures as shown in figure (b).  Also, in Figure (c), it shows the model’s hyperparameters. The preset is Fine Tree, 

100 splits, and Split Criterion is Gini’s index without surrogate decision splits. After the pre-processing, the model is 

ready to train 
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(b). Dataset Importation 
 

 

(c) Model Hyperparameters 

 

III. EXPERIMENTAL RESULTS 

 

After the training of the model, it appears that the model performs 90% accuracy in predicting Parkinson’s Disease 

through voice. In Figure (d) shows the confusion matrix of the model. Where 41 are True Positive, 13 are false Positive, 

12 are False Negatives, and 183 are True Negative achieving its 90% accuracy. In Table 1, displays the accuracy 

formula of the model. In Figure (e). It shows the AUC or Area Under Curve of the model. The model's ROC curve is 

shown, illustrating how well it performs at various threshold settings. One of the most important metrics for assessing 

the model's capacity to discriminate across classes is the Area Under the ROC Curve (AUC). The ROC Curve of this 

model is 86.11% for each class. 

 

ACCURACY TRUE POSITIVE + TRUE 

NEGATIVE 

(TP + TN+ FP + FN) 

 

Table 1. Accuracy Formula 
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                   (d). Confusion Matrix                                                                      (e). ROC AUC Curve 

 

 

(f). Lime Explanation 

 

By fitting a basic interpretable model to the query point, local interpretable model-agnostic explanations (LIME [1]) 

interpret a prediction for the query point. Around the query point, the simple model explains model predictions and 

serves as an approximation for the trained model. In Figure (f) it shows the LIME value and LIME Explanation plot of 

the model, it shows that there are 8 Features or predictors that has negative values meaning that those features could 

affect the accuracy of the model. Overall, in this study it is successfully created a model that can detect or predict 

Parkinson Disease based on voice using Machine Learning Technique. 

 

IV. CONCLUSION 

 

Parkinson's disease is one of the most prevalent neurological diseases. Parkinson's disease (PD) is a common 

neurological condition that worsens over time and causes motor dysfunction in its most severe phases, making it 

difficult to perform basic daily tasks like sitting, standing, walking, and balance. Indeed, speech impairment in a range 

of neurologic diseases may now be objectively and automatically classified—with previously unheard-of high 

accuracy—thanks to machine learning.  In this study, researchers successfully created a Machine Learning Model that 

can predict Parkinson Disease with 90% accuracy using Fine Tree Model. Also in this study it shows the LIME and 



 

 
                                           |DOI: 10.15680/IJIRSET.2024.1306201| 

IJIRSET©2024                                           | An ISO 9001:2008 Certified Journal |                                         11759 

feature importance of each predictors suggesting that in future researches, researchers may remove those features 

resulting in better accuracy. 
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