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ABSTRACT: Multiple Sclerosis (MS) is a chronic autoimmune disease marked by neurodegeneration and 
inflammation within the central nervous system (CNS). Accurate and early diagnosis of MS is critical for effective 
management and improving patients' quality of life. This study employs the k-Nearest Neighbors (KNN) algorithm, 
utilizing the Manhattan distance metric, to enhance MS classification accuracy. The model achieved a notable accuracy 
rate of 94.1%, supported by significant precision, recall, and F1 score metrics. Key findings from the feature 
importance analysis revealed that Periventricular MRI, Infratentorial MRI, and Oligoclonal Bands are crucial predictors 
in diagnosing MS. The study also highlighted the increased susceptibility of women to MS. The integration of machine 
learning techniques, particularly KNN with the Manhattan distance, underscores the potential for advanced AI 
methodologies to facilitate early and accurate MS diagnosis. This research contributes to the development of 
sophisticated diagnostic tools and underscores the importance of early screening and personalized treatment strategies 
in managing MS. 
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I. INTRODUCTION 
 
An autoimmune chronic demyelinating disease that affects the central nervous system (CNS) is called multiple 
sclerosis (MS). Neurodegeneration and inflammation are its primary characteristics. MS plaques or lesions are the 
pathological manifestation of the disease. These are localized regions of demyelination that primarily impact the central 
nervous system's white matter. There are four forms of MS: progressive-relapsing MS (PRMS), secondary-progressive 
MS (SPMS), PPMS (primary progressive), and RRMS (relapsing-remitting MS) [1]. With MS, the immune system 
attacks the myelin sheath that shields nerve fibers, resulting in damage to the brain and spinal cord (central nervous 
system). MS is a chronic, inflammatory demyelination disorder that lasts a lifetime. Major disability results from the 
miscommunication that Multiple Sclerosis (MS) produces between the brain and the body [2].  Numerous possible 
symptoms, including as cognitive deficits, weakness, sensory impairment, vision loss, dizziness, and stiffness, are 
experienced by MS patients (pwMS), and they differ from one another [3]. There is currently no accurate method to 
predict how MS will progress in a specific patient because the disorder affects everyone differently. Furthermore, some 
people with MS could seem healthy for years after being diagnosed, while others might progress more quickly. 
Moreover, the possibility of a cure for MS remains unknown. Nonetheless, research has shown that taking disease-
modifying drugs can help control symptoms and halt the progression of the illness [4]. Consequently, early treatment 
programs and MS screening are essential to enhancing the patient's quality of life before symptoms appear [5]. An 
accurate and trustworthy MS diagnosis is necessary to enable preventive therapy for the disease, since disease-
modifying drugs aid in both the symptomatic treatment and the advancement of the illness [6]. A central nervous 
system lesion that is unique from another in both time and location is required for the diagnosis of multiple sclerosis 
(MS), in addition to ruling out any other disorders that may resemble MS clinically or radiologically [7]. Currently, 
magnetic resonance imaging (MRI) is the most effective way to diagnose multiple sclerosis (MS), monitor the disease's 
course, and assess the effectiveness of different treatment options in clinical trials. Human mistake can occur during the 
tedious, time-consuming, and MRI-based MS diagnosing process. In order to automate MS diagnosis, machine learning 
(ML) and deep learning (DL) techniques are being used in artificial intelligence (AI). In artificial intelligence (AI), 
machine learning (ML) refers to teaching computers to learn without the need for explicit programming. A branch of 
machine learning (ML) known as "deep learning" (DL) includes techniques that allow software to train itself to do 
tasks by exposing multilayered neural networks to massive amounts of data [8,9,10]. 
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II. RELATED WORK 
 
To improve MS diagnosis and predict the long-term course of disability in people with Parkinson's disease (pwMS), a 
study [15] was carried out using clinical data and the thickness of the retinal nerve fiber layer (RNFL) as measured by 
optical coherence tomography (OCT).  The findings showed that the EC achieved an Area Under the Curve (AUC) of 
0.8775, accuracy of 87.7%, sensitivity of 87%, precision of 88.7%, specificity of 88.5%, and precision of 88.7%. 
LSTM demonstrated the highest accuracy of 81.7%, sensitivity of 81.1%, precision of 78.9%, specificity of 82.2%, and 
AUC of 0.8165 when predicting the long-term impairment course in pwMS [11]. 
 
Another study proposed developing a powerful classifier for blood lipid indicators by applying supervised machine 
learning techniques such as random forests. The Bayesian statistics-based biomarker was trained on 403 patients, 
classifying them as either healthy or suffering from MS disease. Their clinical dataset was preprocessed following 
collection. Furthermore, RF was used to extract the most crucial features. The RF classifier obtained 100% accuracy, 
sensitivity, and specificity with all feature sets used for training. However, there was an imbalance in the data between 
the classes and a difference in age between healthy individuals and MS patients [12]. 
 
The fast macular thickness protocol with KNN was the best acquisition procedure for MS diagnosis, achieving an 
accuracy of 95.8%, sensitivity of 94.4%, precision of 97.1%, specificity of 97.2%, and an AUC of 0.958. A recent 
study [16] used the same techniques to diagnose MS using RNFL thickness measured by OCT. Additionally, SVM 
performed best for the fast RNFL-N thickness protocol with an accuracy of 91.3%, a sensitivity of 87.5%, a precision 
of 94.6%, a specificity of 95%, and an AUC of 0.913, while DT performed best for the MS prognosis with an accuracy 
of 91.3%, a sensitivity of 90%, a precision of 92.3%, a specificity of 92.5%, and an AUC of 0.913 For the fast macular 
thickness protocol [13]. 
 
In a similar vein, the study [14] made use of the 260 data (180 healthy individuals and 80 pwMS) from Miguel Servet 
University Hospital. The purpose of this work was to compare axonal loss in ganglion cells using the Swept-Source 
OCT (SS-OCT) using several machine learning approaches. Three machine learning classifiers—DT, Multilayer 
Perceptron, and SVM—were applied and assessed. Using RNFL data in the macular area, the DT classifier produced 
the best results, with an accuracy of 97.24% and an AUC of 0.995. Based on studies of RNFL thickness, the scientists 
found that SS-OCT enables excellent distinction between healthy controls and MS patients. 
 
The authors of [15] used SS-OCT to diagnose MS earlier by obtaining 96 records from the same institution, comprising 
48 pwMS and 48 healthy people. The suggested Feed-Forward Neural Network (FFNN) classifier produced 97.9% 
accuracy, 98% sensitivity, and 98% specificity, which are encouraging results. 
 
In order to discover MS biomarkers, a recent study built a model that looks at transcriptomic microRNA data and next-
generation sequencing (NGS) data; for early MS diagnosis, the model combines text mining approaches with machine 
learning (ML) methods. The dataset that was used was provided by the National Centre for Biotechnology Information 
(NCBI) in the United States. It consists of 54 RRMS patients' microRNA data from next-generation sequencing (NGS).  
There were three models of classification used: LR, SVM, and RF. The RF algorithm performed better than the other 
techniques, with sensitivity, specificity, F1-score, and average accuracy of 96.4, 96.47, 95.6, and 97%, respectively 
[16]. 
 
When a cognitive task was being implemented, Ashtiani et al. [26] developed an ML approach for categorizing MS 
patients and healthy people based on the most distinctive graph attributes found by statistical test and linear SVM 
classifier. Twelve healthy people and eight patients in the early stages of multiple sclerosis participated. The node 
degree, subgraph centrality, K-Coreness, and PageRank centralities evaluated in the left fusiform, hippocampus, and 
parahippocampal gyri regions obtained an accuracy of 85% by the integration of all local metrics. The identification of 
the MS patient was improved by two ideal global measures, modularity and small-worldness index, and individual 
betweenness centrality, yielding a sensitivity of 81.25% [17]. 
 

III. METHODOLOGY 

 
A total of 584 samples made up the dataset, and 16 features or predictors were identified. Notable predictors include 
breastfeeding, varicella, Initial Symptoms and motor, Mono or Polysymptomatic, Olygloconal bands, VEP, BAEP, 
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Periventricular_MRI, Cortical_MRI, Infratentorial_MRI, Spinal_Cord_MRI, initial_EDSS, and final_EDSS. 
Following data collection, MATLAB2023b was used to import the data. The study of pattern recognition and 
computational learning is central to the computer science field of machine learning (ML). Using previously unseen 
data to make predictions and learn from it is how algorithms are put into practice. With the vast amount of available 
medical data, the task of discovering patterns not evident to humans was made easier by machine learning's expanding 
capabilities. As a result, numerous research projects were carried out to use ML and DL algorithms for MS diagnosis. 
However, only a small number of research included clinical data, while the majority concentrated on using imaging 
datasets to diagnose MS. This created an additional workload related to data collecting and complicated model usage. 
Thus, this study uses the most recent technology to forecast Sclerosis based on the KNN algorithm. In Figure (a) 
shows the conceptual framework of study. 
 

 
 

(a)Conceptual Framework of Study 
 

After the data gathering and importing of images, the KNN algorithm Classifier weights and hyperparameters was 
tuned using MATLAB Setting the model preset into COSINE KNN, 10 Number of Neighbors that will calculate the 
distance using Manhattan distance calculator, and equal distance weight and standardize of data. In the equation 
below it shows the Manhattan distance formula where d(A,B) is the Manhattan distance between points  A and 𝐵 . Ai  
and 𝐵i are the 𝑖 ih coordinates of points   and 𝐵 , respectively. 
 

d(A, B)=∑i=1n∣Ai−Bi∣ 
 

Equation 1. Manhattan Distance 
 

After tuning of Hyperparameters, the dataset was partitioned into Train Dataset and Test Dataset; in this case, we will 
use the old-fashioned way of fold validation with several 5 folds, and figure (b) shows some of the features selected in 
this study. 
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(b)Some Features Selected in Study 
 

IV. EXPERIMENTAL RESULTS 

 
In figure (c) shows the accuracy rate of the KNN. The Model Accuracy of KNN in classifying Sclerosis is 94.1%. It 
shows that the KNN’s performance is 94.1% using the Manhattan distance and other hyperparameters mentioned with 
12000 observations per second, 33 total costs, and 2.7 training time. In figure (d) Shows the confusion matrix of the 
model. 
 

 
 

Figure (c) KNN Classification Accuracy 
 

 
 

(d). Confusion Matrix of the Model 
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There are 266 true positives, 13 false negatives, 20 false positives, and 263 true negatives, according to figure d, the 
confusion matrix. This indicates the inaccuracy in the model's detection of CDMS illnesses is not that high and the 
model is reliable. The (e) figure shows the Chi2 Algorithm, which is the feature importance scores sorted in each of the 
predictors or each of the 16 features. It shows that the Periventicular MRI feature has the most important feature in 
predicting CDMS with score of 58.76, followed by Infratentorial MRI which has 42.47 Score, Oligoclonal Bands with 
33.22. Surprisingly in the Feature importance it shows that the gender also is a great factor in attaining CDMS and it 
shows that women are vulnerable in this type of disease. 

 

 
 

(e). Chi Square Score of Feature Importance 
 

 
 

(f). Feature Importance Graph using CHI2 Algorithm 
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V. CONCLUSION 
 

This comprehensive study delves into the intricate nature of Multiple Sclerosis (MS), a chronic autoimmune disease 
characterized by inflammation and neurodegeneration within the central nervous system (CNS). The disease's 
variability in symptoms and progression necessitates advanced diagnostic techniques to ensure timely and accurate 
detection. The analysis utilized the k-Nearest Neighbors (KNN) algorithm, enhanced with the Manhattan distance 
metric, to classify MS effectively. With a classification accuracy of 94.1%, the KNN model demonstrated high 
reliability in predicting MS, reinforced by substantial precision, recall, and F1 score metrics. This model's robustness is 
further highlighted by its performance metrics: 266 true positives, 263 true negatives, 13 false negatives, and 20 false 
positives, as depicted in the confusion matrix. Furthermore, the feature importance analysis underscored the significant 
predictors for MS, particularly Periventricular MRI and Infratentorial MRI scores, along with Oligoclonal Bands, 
which were pivotal in enhancing the model's predictive accuracy. The gender factor also emerged as a crucial element, 
suggesting higher vulnerability among women to MS, which could guide more personalized diagnostic and treatment 
approaches. 
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