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ABSTRACT:  Use of digital technologies lead to the evolvement of cyberbullying and social media has become a 
major source for it compared to mobile phones, platforms such as gaming and messaging. Cyberbullying can take 
several forms that includes sexual remarks, threats, hate speech and posting false comments about someone which can 
be seen and read by millions of people. Compared to traditional bullying, cyberbullying has a longer lasting effect on 
the victim which can affect them physically or emotionally or mentally or in all the forms. Number of suicides due to 
cyberbullying has increased in recent years and India is one among the four countries that has higher number of cases 
in cyberbullying. Prevention of cyberbullying has become mandatory in universities and schools due to rising cases 
since 2015. This paper aims to detect cyberbullying comments automatically using Machine learning and Deep learning 
techniques. Metrics such as accuracy, precision, recall and F1-score used to evaluate the model performance. It is found 
that Gated Recurrent Unit, a deep learning technique outperformed all the other techniques which are considered in this 
paper with an accuracy of 95.47%.  

KEYWORDS: Machine Learning, Deep Learning, Cyberbullying, Social media. 

I. INTRODUCTION 

ULLYING is considered to be an act of abusing a person physically or mentally or verbally while cyberbullying is 

bullying using digital technologies. Though bullying occurs in specific places such as schools, universities, parks, and 

workplaces at specific times, cyberbullying occurs at any point of time, anywhere in private online areas. Unlike 

bullying, cyberbullying doesn’t require a large group of people or physical strength for face-to-face interaction. 

However, it is considered to be a form of harassment that includes pre-teens or adolescents and damages a person’s 

Mental Health. Social media has become a vital source of cyberbullying which is carried out using digital gadgets such 

as mobile phones, laptops, and tablets. Visiting or engaging in whatsoever web forums on social networking 

applications, or gaming events with the objective of delivering disrespectful, harassing, or nasty text messages or 

comments on other postings, sending or posting consent images or videos, is considered cyberbullying. If the personal 

or private information of one person is shared with another person, then that might potentially be considered criminal 

behaviour. 

 

Cyberbullying is a common phenomenon in universities and schools which can affect the mental health of a person and 

indulge in activities such as violent behaviour, and drug and alcohol addiction. A victim of cyberbullying can become 

nervous, insecure, and anxious and can start to feel ashamed about himself or herself. These characteristics make them 

be away from their family and friends and increase negativity in them, feel guilty about things they did or did not. It has 

been proven that an age group between 10 and 19 are affected more by cyberbullying where it happens on social media 

through videos or pictures and via text messages. Cyberbullying is completely unlike traditional harassment, but it’s 

similar and also distressing and has a longer-lasting effect on the victim. 

 

According to a survey by the European Commission’s Joint Research Centre(JRC), more than 6,000 children of an age 

group between 10 and 18 were considered and they reported that about 50% of the children had experienced one of the 

several forms of cyberbullying in their lifetime. The amount of bullying or hate speech among teens and children has 

increased by 70% during the pandemic. Among 81% of active social media users in studies, it is reported that 22% of 

B 
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users aged between 8 and 16 are experiencing cyberbullying. As the number of social media users is increasing every 

day, India has ranked 4th position in cyberbullying which is not shocking news anymore. A survey made by 

CRY(Children Rights and You) which is an NGO showed that around 9.2 percent of children were bullied in the capital 

state of India. 

 

Common symptoms that are found with the people who experiences cyberbullying includes frequent headaches, 

depression, anxiety overwhelmed and stomach aches. Cyberbullying can eventually make a person to lose his or her 

motivation to do the things that they usually enjoy doing and isolate them from others. This can result in  negative 

thoughts and feelings which can adversely affect a person’s mental health and well-being. 

Growth of internet and social media platforms have made students connected to people of various age groups using 

online platforms and spend large amount of time. Number of cyberbullied cases are increasing day by day. Compared 

to bullying cyberbullying is hard to find and prevent . So the aim of this research paper is to use the state of art 

technology to detect and classify cyberbullying comments from the available text. It is known that deep learning 

techniques are outperforming compared to machine learning techniques to solve many real-world problems. The 

present study uses both of these techniques. 

II. BACKGROUND 

A. Machine Learning 

Machine learning (ML) comes under the most booming topic which is artificial intelligence as a branch and also 

mentions the capability of delivering unmanned or automatic extensive learning which improves the outcomes coming 

from experiences by detecting the patterns. This technology uses current algorithms as well as datasets in order to 

develop any computer programs which provide sufficient solutions for the specific problem mentioned and that 

program will use those algorithms and dataset to learn without any human intervention. The learning process gets 

started with observing in data given, then identifying the patterns present in the data next creating progress findings by 

using those algorithms in next coming years based on the identified preexisted patterns. The main aim of using machine 

learning is that it can make any electronic device not only computers learn automatically without having any 

interference from humans or to change results correspondingly. Machine learning algorithms can analyze huge amounts 

of data which results in high accuracy in a small amount of time. 

B. Deep Learning 

Deep Learning is one of the main techniques which is used in machine learning. In deep learning, data models are 

designed in such a way that they bind to the particular task. Deep Learning has applications in various fields including 

classification and recognition of images, recognition of patterns also in the field of making decisions. These algorithms 

requires large dataset to achieve better accuracy. 

The remaining of this paper contains the following sections. The related works of other authors in the field of 

cyberbullying detection is discussed in Section III followed by detailed methodology explained in Section IV and 

Section V is all about results obtained from the study discussed in detail. Finally in Section V1 conclusion of the paper 

is mentioned. 

III. RELATED WORKS 

 

Cyberbullying must be detected not only to avoid adverse physical but also effects. Many researchers are working 

continuously to develop a model using efficient cyberbullying detection techniques. This section primarily includes 

researchrelated works done in the field of cyberbullying. 

Md Manowarul Islam et al. [1] developed a model, by employing Naive Bayes, Support vector machine (SVM), 

Decision Tree, and Random Forest on two distinct datasets to detect cyberbullying. One from Twitter, while the other 

from Facebook comments and posts.Authors were able to get better results for both Facebook and Twitter datasets. 

Support Vector Machine provided higher performance when they used TF-IDF as a feature extractor. 

Haidar et. al [2] presented an study for English and Arabic languages to detect cyberbullying by collecting texts from 

Facebook and Twitter platforms. They used Support Vector Machine and Naive Bayes classifiers to examine the 

collected datasets. Around 90.1% Precision was got from Naive bayes and 93.4 %precision for SVM. Baliram Chavan 

et al. [3] likewise designed a model for Machine Learning to identify and also to check cyberbullying on Twitter 

platform that utilizes Naive bayes and Support vector machine classifiers. They accumulated the data using Twitter and 

got accuracy of 71.25 %. 
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Many more studies on identifying cyberbullying exist, such as [4], in which G. A. Leon-Paredeset et. al, used machine 

learning algorithm by collecting spanish texts from Twitter and got an accuracy of 93%. Work done by Ali et al.[5] 

achieved 80% accuracy by using Machine learning algorithms on the three datasets collected. If deep learning 

techniques had been utilised in these studies, the accuracy and text classification would have improved. 

 

Varun Jain et al. created a model for detecting cyberbullying using a big dataset in [6]. The researchers designed and 

evaluated the system using a binary classification problem, in which they recognised two categories of cyberbullying: 

On Twitter for hate speech and on Wikipedia for personal attacks and classified the content as cyberbully or not. They 

discovered that employing Natural Language Processing (NLP) approaches and procedures resulted in 90% accuracy 

using simple ML algorithms for the Hate speech dataset. As tweets with Hate speech comments or posts consist of bad 

language which turned out to be easily detectable. 

 

Rounak Ghosh et al. [7] developed a model for Cyberbullying detection in Indian Language. The Authors wanted to 

build a system that detects Cyberbullying in the Bengali language which is considered to be outspoken. In the data 

preprocessing step, they used a stop word filter and transformed all the data into lower case and further tokenization 

was carried out. To extract the feature from the input text comments, they used TF-IDF method. In Final stage, ML 

algorithms were used for classification such as, Passive Aggressive Classifier, Support Vector Machine (SVM), 

Random Forest Logistic Regression. After the classification, the Passive-Aggressive algorithm got high accuracy for N-

Gram level features. For the Support Vector Machine algorithm for the word level feature extraction method, they were 

able to get a better result. 

 

Furthermore, Vijay Banerjee et al. [8] used deep learning methods to construct a model for detecting cyberbullying. For 

tweet classification, the authors proposed using Word vectors by feeding them into Convolutional neural network 

(CNN). The authors collected dataset from multiple online social media websites to validate their findings. They 

implemented their project in python and TensorFlow. For the neural network model in this research, it was 

implemented using Keras which is a library that works on top of TensorFlow. They were able to achieve 93.97 % 

accuracy upon testing their model. 

Work done by A. M. Syed et al. [9] designed a new technique using deep learning to identify cyberbullying. They 

collected 39000 tweets using the Twitter API and achieved a maximum accuracy of 95%. In their study, they 

exclusively used tweets. In a similar line, Srivastava et al. [10] investigated the usefulness and deep learning 

performance to identify cyberbullying. For the data collected from Kaggle, bidirectional LSTM surpassed the other four 

deep learning models with an accuracy of 82.18%. Although the accuracy achieved by them is adequate, but we 

outperform them in terms of accuracy. 

 

Comparative literature review for sentiment analysis conducted Jain et al. [11] proved, many researchers were able to 

achieve 90% accuracy for machine learning algorithms. With Deep Learning and Combination classifiers one could 

achieve 93.1-94.9%accuracy. This research inspired us to compare and experiment the performances of algorithms in 

Machine learning and Deep learning. 

 

Work by April Kontostathis et al. [12] used Machine learning algorithms by collecting data from Formspring. me 

platform to detect cyberbullying. This website is used to ask questions and answer them. To label the truth data sets, 

they used Amazon’s Mechanical Turk service. Data is divided into two categories that is ”yes” or ”no”. Two separate 

training sets were recovered, one for counting data and the other for normalising data. For training sets, the J48, JRIP, 

IBK, AND SMO ALGORITHMS were used. A decision tree is created using J48. Surprisingly, the overall accuracy 

rate was 81.7 %. But they used around 2600 text input for their study which is very less but in this study more than lakh 

comments were used as an input to achieve better accuracy. 

 

Andrew M. Dal et al. [13] used CNN and LSTM to create a sequence learning supervised model. They discussed 

SoftMax combination in multicategory classification using both oneversus-all and one-versus-one classifiers. K. Duan 

et al. [14] study demonstrates how to apply the binary classification approach to multi-category classification 

efficiently. Their research demonstrates the application of the binary classification approach in classifying multiple 

categories. Quanzhi Li et al. [15] designed a classification strategy for sentiments in tweets on schemes like weighting, 

the negation of texts. 

 

A survey [22] showed, Instagram ranked highest in cyberbullying activities. Around 42% of people who participated in 

the survey experienced harassment on this social media platform. 
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The works discussed above are all excellent, yet they are all imprecise. The dataset, which contains 184397 English 

texts, is one of the study’s distinctive features. This study not only meant to apply different algorithms but also 

comparing them to detect cyberbullying in English texts. We go over our recommended methodology in-depth in 

Section IV. 

IV.PROPOSED METHODOLOGY 

A. Dataset 

The present study uses a dataset from the Mendeley data website consisting of 159,686 comments, out of which 

144,324 were labelled non-bullying and 15,362 as bullying. The presence of imbalanced data made the classifier detect 

the cyberbullied comments with low accuracy. For this reason, 24,708 bullied comments were added to the considered 

dataset. A sample labelled text is shown in Table 1. 

TABLE I 

SAMPLE INPUT TEXT DATA 

Texts Label 

I hate to admit that you are a piece 

of shit 

1 

(Bullying) 

Please shut the fuck up!! you 

asshole 

1 

(Bullying) 

Guys lets go on a vacation for a 

week 

0 (Not 

Bullying) 

Can you please look over my cats 

for a day? 

0 (Not 

Bullying) 

You go and fuck your dad 1 

(Bullying) 

Hello Beautiful 0 (Not 

Bullying) 

B. Work flow 

 

Fig. 1. Flow diagram of present study 

The steps followed in the study are shown in Fig. 1. Before building the classification models using both machine 
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learning and deep learning techniques, a pre-processing task has been carried out for the better performance of the 

model. In this process, count vectorizer is used in the case of machine learning and word embedding is used in the case 

of deep learning technique. To maintain uniformity in the dataset, all the sentences are converted from title case or 

capital case into the lower case as part of pre-processing. In addition to that tokenization is carried out to generate 

tokens from the text which could make the model understand the context. Finally, stopwords and punctuation were 

removed from the text which is considered to be an important task in pre-processing the reason that these things don’t 

contribute to the process of developing a model. 

 

Since the machine learning techniques require numeric input, each sentence in the data set is converted into a vector 

form using count vectorizer which converts based on the frequency of each word. For deep learning techniques, word 

embedding is used which follows a similar representation for the words with similar meanings. After extracting and 

importing features using these approaches the processed data are sent to both machine learning and deep learning 

techniques. 

In both the approaches 80% of the data is used for training and 20% is used for validating the model. 

C. Machine Learning Algorithms 

Four Machine learning based classifiers are built using preprocessed data namely K-Nearest Neighbor, Multinomial 

Naive Bayes, Logistic Regression, and Support Vector Machine. 

1) Multinomial Naive Bayes: This classifier works on the Bayes theorem which is represented using Equation 1. 

Since the dataset consists of text sentences, the probability of each class label is computed and returns the class 

label which has the highest probability. 

 P(h|b) = P(h|a) ∗ P(h)/P(b) (1) 

2) Support Vector Machines (SVM): This is one of the powerful classification techniques that come under 

supervised learning which can work better even if the number of dimensions is greater than the number of 

samples. This technique is considered to be a memory-efficient technique which determines the best decision 

boundary between the two classes with the help of a support vector. To categorise data points in Ndimensional 

space, SVM finds a hyperplane where the number of features is denoted by N. Among the several alternatives, 

SVM selects the hyperplane with the biggest margin. Increasing the margin distance allows for more exact 

classification of the following data points. 

3) Logistic Regression: For two-class classification, logistic regression is a popular classification method. The 

logistic sigmoid function is used in logistic regression to transform any actual value into a number between 0 and 

1. It is used to translate predicted values to probability. Equation 2 is for sigmoid function. 

  (2) 

S(z) can be represented by the output range of 0 to 1. The function’s input is z, and the natural log’s base is e. In 

order to translate the value returned by the function into a discrete class, a threshold value is defined above which 

the values will be classified as class 1 and below which the values will be classified as class 2. The mapping is 

shown in Equations 3 and 4. 

P ≥ 0.5;class = 1 (3) 

P > 0.5;class = 0 (4) 

4) K-nearest Neighbor(KNN): This algorithm is an instance-based learning technique for multi-class problems and 

uses the metric distance between a fresh sample and its neighbour to classify it. From the training set, determine 

the K-nearest neighbours and assign an item to the class that is most common among its nearest neighbours 

denoted by k. This classifier is a non-parametric lazy learning algorithm that makes no assumptions about the 

distribution of the underlying data. 

D. Deep Learning Algorithms 

Deep learning is the subset of machine learning techniques which are used to imitate the human brain. Unlike machine 

learning algorithms these algorithms use numerous layers to build the model. Deep learning algorithms require a larger 

dataset to get good accuracy. Such two popular deep learning techniques for text classification are namely LSTM and 

http://www.ijirset.com/
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GRU, used in the present study. 

1) One of the popular deep learning neural networks is Recurrent Neural Networks also known as RNN has certain 

drawbacks such as vanishing gradient problems and short-term memory due to which the classifier may not 

perform better in case of longer sentences. LSTM is a type of RNN which performs fairly better due to its long 

term memory. It can have multiple hidden layers and pass on the relevant information through every layer and 

discards unwanted information. It keeps track of dependencies across long gaps [18] and prevents gradients from 

disappearing. The forget gate is the LSTM’s middle layer, and it determines which data should be normalised and 

which should be forgotten. An input gate modulates the inputs of each memory cell, whereas an output gate 

modulates the output. The architecture of LSTM is shown in Fig. 2. The present study uses 32 hidden layers with 

the rectified linear unit as an activation function and a sigmoid activation function in the output layer. 

 

Fig. 2. LSTM architecture 

2) Another type of RNN architecture called Gated Recurrent unit also known as GRU uses two different gates 

namely reset and update. To combine the new input along with the previous memory reset gate is used and how 

much of the previous memory to be retained is handled by the update gate. Though GRU is similar to LSTM, it 

trains faster and performs better. It also solves the vanishing gradient problem. The architecture of GRU is shown 

in Fig. 3. 

 

Fig. 3. GRU architecture 

V. RESULTS AND DISCUSSION 

 

To test the model’s performance in terms of conceptual soundness, a model validation has been carried out using test 

data. The models which are built using training data are evaluated using metrics including precision, recall, accuracy 

and f1-score and the accuracy details are recorded in Table III while other metrics details are recorded in Table IV and 

V. The information required to compute such metrics are presented in Table II and the corresponding confusion matrix 

is shown in 
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Fig. 4 in terms of True Positive(TP), False Positive(FP),False Negative( FN), and True Negative(TN). The values of 

TP, TN, FP, FN for the test data are recorded in Table II. The corresponding graph is shown in Fig. 5 for the Machine 

learning approach and shown in Fig. 6 for deep learning approach. 

 

Fig. 4. Confusion Matrix 

Equations 5, 6, 7, and 8 are used to calculate the accuracy, precision, recall, and f1-score. 

  (5) 

(6) 

(7) 

(8) 

TABLE II 

CONFUSION MATRIX RESULTS OF CLASSIFIERS 

 Algorithm TP FP FN TN 

 Support 

Vector 

Machines 

27,924 942 982 7,032 

Machine Logistic 

Regression 

28,274 592 1,446 6,568 

learning Multinomial 

Naive Bayes 

28,354 512 1,580 6,434 

 K-Nearest 

Neighbor 

26,978 1,888 2,683 5,331 

Deep Gated 

Recurrent 

Units 

28,204 820 847 7,009 

Learning Long short-

Term memory 

28,050 816 921 7,093 

As shown in Table II, Gated Recurrent Units exhibited the best performance by identifying 28,204 positive labelled 

correctly on testing data and 7,009 test data were labelled as negative. The lowest result was got when K-nearest 

neighbour is applied. As it correctly classified 26,978 positive and 5,331 negative labelled testing data. 
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TABLE III 

ACCURACY RESULTS OF MACHINE LEARNING AND DEEP LEARNING 

CLASSIFIERS 

 Classifier Accuracy 

 Support Vector 

Machines 

94.78% 

Machine 

Learning 

Logistic Regression 94.47% 

 Multinomial Naive 

Bayes 

94.32% 

 K-Nearest 

Neighbor 

87.60% 

Deep 

Learning 

Gated Recurrent 

Units 

95.47% 

 Long Short-Term 

memory 

95.29% 

From the Table III we can observe, one of the Deep learning classifiers Gated Recurrent Unit performed well with an 

accuracy of 95.47% and Support Vector Machine got highest accuracy of 94.78% among machine learning classifiers 

applied. 

TABLE IV 

PRECISON, RECALL AND F1-SCORE RESULTS FOR MACHINE LEARNING 

CLASSIFIERS 

 Classifier NB B 

 Support Vector 

Machines 

0.97 0.88 

Precision Logistic 

Regression 

0.95 0.92 

 Multinomial 

Naive Bayes 

0.95 0.93 

 K-Nearest 

Neighbor 

0.91 0.74 

 Support Vector 

Machines 

0.97 0.88 

Recall Logistic 

Regression 

0.98 0.82 

 Multinomial 

Naive Bayes 

0.98 0.80 

 K-Nearest 

Neighbor 

0.93 0.67 

 Support Vector 

Machines 

0.97 0.88 

F1-Score Logistic 

Regression 

0.97 0.87 

 Multinomial 

Naive Bayes 

0.96 0.86 

 K-Nearest 

Neighbor 

0.92 0.70 
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TABLE V 

PRECISON, RECALL AND F1-SCORE RESULTS FOR DEEP LEARNING CLASSIFIERS 

 Classifier NB B 

Precision Gated Recurrent 

Units 

0.97 0.90 

 Long Short-Term 

memory 

0.97 0.90 

Recall Gated Recurrent 

Units 

0.97 0.89 

 Long Short-Term 

memory 

0.97 0.89 

F1-Score Gated Recurrent 

Units 

0.97 0.89 

 Long Short-Term 

memory 

0.97 0.89 

Table IV and V displays the metrics of six classifiers, Precision, recall, and f1-score percentage for Machine learning 

and Deep learning algorithms applied in the study respectively. In Table V, ’B’ represents Bullied category and ’NB’ 

respresents non bullied category. 

 

Fig. 5. No. of right and wrong predictions in Machine Learning Algorithms 

As shown in Fig. 5 among four Machine Learning algorithms applied, Support Vector Machines performed well by 

correctly classifying 34,956 occurences and incorrectly identifying 1,924 cases. And in Fig. 6 Gated Recurrent Units 

(GRU) performed well by correctly classifying 35,213 occurrences and incorrectly identifying 1,687 cases. 

 

Fig. 6. No. of right and wrong predictions in Deep Learning Algorithms 
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The sample output given by the Multinomial Naive Bayes model for the new set of test comments shown in Fig. 7 

where ’B’ represents bullied comments and ’NB’ represents nonbullied comments. 

 

Fig. 7. Sample output for new test comments 

 

Fig. 8. Accuracy and loss graph of LSTM 

 

Fig. 9. Accuracy and loss graph GRU 

Fig. 8 explains the loss, validation loss, accuracy and validation accuracy for the LSTM model and the same for GRU is 

shown in Fig. 9. 

VI. CONCLUSION AND FUTURE SCOPE 

It is observed that SVM is performing better in the case of the machine learning approach and GRU is slightly 

performing better compare to LSTM. However, it is also clear that deep learning techniques are outperforming compare 

to machine learning techniques. 

It is found that among all the techniques that are applied in the present study, Gated Recurrent Units is performing 

better with an accuracy of 95.47%. 

The present study considers cyberbullying and non-cyber bullying as two different categories further we can also 

explore various forms of cyberbullying as future work. 
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