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ABSTRACT: Recognizing emotions from speech signals is a significant challenge in the field of speech technologies. 

Three major factors impact speech emotion recognition: the selection of an appropriate database, the choice of features 

for emotion detection, and the selection of a suitable classifier. This paper presents a review of existing research on 

speech emotion recognition, focusing on these critical aspects. 
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I. INTRODUCTION 

       

The primary objective of speech emotion recognition is to identify various emotions conveyed through a speech signal. 

Automatic emotion detection becomes complex when the training and testing datasets originate from different domains 

due to variations in recording environments, languages, and speakers [1]. Despite advancements in artificial 

intelligence, achieving natural human-machine interaction remains a challenge, partly due to machines' limited 

understanding of human emotional states. 

 

Speech emotion recognition, which focuses on identifying emotions from speech signals, has gained increasing 

attention. It is a complex task requiring effective emotional feature extraction, which continues to be an open research 

question [2, 9]. 

 

A speech emotion recognition system typically involves five stages: emotional speech input, feature extraction, feature 

selection, classification, and emotion output. 

 

Identifying a set of significant emotions for classification is crucial in designing an effective emotion recognition 

system [2]. The primary emotions include anger, disgust, fear, joy, sadness, and surprise. Prosodic features such as 

pitch, energy, duration, formants, Mel Frequency Cepstrum Coefficients (MFCC), and Linear Prediction Cepstrum 

Coefficients (LPCC) serve as indicators of a speaker's emotional state [3, 4]. 

 

For example: 

• Anger: High pitch mean and variance, and elevated energy levels. 

• Sadness: Low pitch mean and variance, slow speech rate, and reduced high-frequency spectrum components. 

• Fear: High pitch range and enhanced high-frequency spectral components. 

The choice of classifier significantly influences emotion recognition accuracy. Classifiers are broadly categorized into 

linear (e.g., Naïve Bayes, linear SVM) and nonlinear (e.g., ANN, GMM, HMM, K-NN) types. 

 

II. RELATED WORK 

 

1. Deep Neural Networks for Feature Extraction: 

Han et al. [5] employed deep neural networks (DNNs) to extract high-level features from raw data, generating 

utterance-level features from segment-level probabilities. Their method achieved a 20% relative accuracy 

improvement compared to state-of-the-art techniques. 

2. Fourier Parameters and Harmony Features: 

Wang et al. [6] introduced Fourier parameters derived from voice quality and harmony features, achieving 

substantial accuracy improvements across multiple databases. Combining these with MFCC further enhanced 

recognition rates. 
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3. Transfer Learning Using PCANet: 

Huang et al. [7] proposed a feature transfer approach using PCANet, aligning domain-specific features with the 

target domain. Their method outperformed traditional machine learning and transfer learning techniques. 

4. Attention-Based RNNs: 

Mirsamadi et al. [8] developed a deep recurrent neural network with local attention to identify emotionally salient 

speech regions, achieving superior results on the IEMOCAP corpus. 

5. Prominence Features for Emotion Recognition: 

Jing et al. [9] introduced prominence features in conjunction with acoustic features, improving recognition rates by 

6–6.2% across experiments. The features were validated using a dual-mode emotional speech database. 

 

III. CONCLUSION 

 

Key challenges in speech emotion recognition include selecting appropriate features and designing effective classifiers. 

Accurate classification depends on these components. Future work should focus on enhancing feature extraction 

methods and integrating advanced classifiers to improve system performance. 
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