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ABSTRACT:  Diabetes Mellitus is a chronic disease characterized by hyperglycemia. It is a common disease for 

human body caused by metabolic disorder when the sugar level is high. It can cause many complications. According to 

growing morbidity by the year 2050, the world’s diabetic patients will reach 740 million, which means that one of ten 

adults or children may suffer diabetes. Globally, diabetes affects 537 million people, making it the deadliest and the 

most common non‐communicable disease. Many factors can cause a person to get affected by diabetes, like excessive 

body weight, abnormal cholesterol level, family history, physical inactivity, bad food habit etc. Increased urination is 

one of the most common symptoms of diabetes. Early prediction of such disease can save human life. In an automatic 

diabetes prediction system has been developed using a private dataset of female patients in Bangladesh and various 

machine learning techniques. Used the Pima Indian diabetes dataset to achieve the goal. With rapid development of 

machine learning, machine learning has been applied in many aspects of medical health. It using some popular machine 

learning algorithm namely, K-Nearest Neighbor (KNN) to predict diabetes mellitus. Further the work can be extended 

to find how likely non-diabetic people can have diabetes in the next few years and also, the predicted model can be 

used for machine learning in the future to find diabetes for the prediction of diabetic or non-diabetic. 
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I. INTRODUCTION 
 

Diabetes isn't a hereditary disorder however heterogeneous group of disorder which could ultimately result in 

a boom of glucose within the blood and lack of glucose inside the urine. Diabetes is typically resulting from genetics, 

way of life and surroundings. Eating a dangerous weight loss plan, being overweight play role in developing the 

diabetes [1]. High blood sugar tiers can also result in kidney diseases, coronary heart illnesses. The excess of sugar in 

the blood can harm the tiny blood vessels in your frame. Signs of diabetes are blurry imaginative and prescient, extreme 

hunger, unusual weight reduction, common urination and thirsty. Parameters used within the facts set to locate the 

diabetes are Glucose, Blood pressure, pores and skin thickness, Insulin, Age. Huge volumes of statistics units are 

generated by health care industries. Those facts sets are a collection of patient information about the diabetes from the 

hospitals. Big records analytics is the processing which it examines the information units and exhibits the hidden 

information. Pima Indians Diabetes Database (PIDD), dataset is taken from the national Institute of Diabetes and 

Digestive diseases [2]. The objective of the dataset is to predict whether or not the patient has diabetes or not, primarily 

based on diagnostic measurements in the dataset. Several constraints were taken from the massive database. 

 

Nowadays, machine learning and deep learning technologies are a blessing that are used in a variety of 

industries, including finance, fraud detection, crime detection, predictive modelling, and more. One of the most evolved 

fields and common use cases which are a boon is in Medical applications to understand any disease better. Diabetes is 

one of the most common diseases where patient's body ability to produce and respond to insulin is impaired which may 

result in increased glucose level in blood. Long-term complications of diabetes include vision problems, more thirst, 

frequent urination while on critical stages it can lead up to death. Hence, early detection of these diseases alongside 

with proper treatment can help the patient to revive to a better condition. Coronary Arteries are the major blood vessels 

that supply our heart with oxygen, blood and nutrients. When these arteries become damaged or impaired, the patient 

develops Coronary artery disease (CAD). Oily plaque builds up in these arteries which results in narrowing them, 

Hence, dropping the blood flow to patient's heart [3]. They silently kill patient without giving any major symptoms to 

them until acute circumstances are not created such as Heart Attack which many time results in patient's death. Hence, 

dependency of diseases such as Coronary Kidney Disease (CKD), chronic obstructive pulmonary disease (COPD), 

Hypertension (HTN), Hypothyroidism can help in early detection and help in management of the disease [4]. For 
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instance, used the K-Nearest Neighbor (KNN) algorithm to design a system that can predict diabetes quickly and 

accurately. 

 

II. REVIEW OF LITERATURE  
 

Diabetes is a long-term illness caused by the inefficient use of insulin generated by the pancreas. If diabetes is 

detected at an early stage, patients can live their lives healthier. Unlike previously used analytical approaches, deep 

learning does not need feature extraction. In order to support this viewpoint, we developed a real-time monitoring 

hybrid deep learning-based model to detect and predict Type 2 diabetes mellitus using the publicly available PIMA 

Indian diabetes database. This study contributes in four ways. First, we perform a comparative study of different deep 

learning models. Based on experimental findings, we next suggested merging two models, CNN-Bi-LSTM, to detect 

(and predict) Type 2 diabetes [5]. These findings demonstrate that CNN-Bi-LSTM surpasses the other deep learning 

methods in terms of accuracy (98%), sensitivity (97%), and specificity (98%), and it is 1.1% better compared to other 

existing state-of-the-art algorithms.  

 

S. Abhari, et. al Proposed the incidence of type 2 diabetes mellitus has increased significantly in recent years. 

With the development of artificial intelligence applications in healthcare, they are used for diagnosis, therapeutic 

decision making, and outcome prediction, especially in type 2 diabetes mellitus. Artificial intelligence (AI) has been 

applied in various medical fields for many purposes [6]. Actually, AI is defined as “a field of science and engineering 

concerned with the computational understanding of what is commonly called intelligent behavior with the creation of 

artifacts that exhibit such behavior”. Considering the importance of type 2 diabetes mellitus (T2DM) care as well as 

assuming that AI applications for diabetes care are effective tools.  

 

Johnson, et. al studied diabetes is an enduring disease with likely to cause a global health care crisis. In entire 

world 452 million people are living with diabetes according to International Diabetes Federation. By 2040, this will be 

folded as 693 million. Diabetes is caused due to the growth level of blood glucose. Machine learning is a developing 

scientific field in data science dealing with the ways in which machines learn from experience. The project aims to 

develop an early diabetes prediction system that merges the results of different machine learning techniques to predict 

diabetes more accurately for patients at an earlier stage of their disease. The algorithms used in this project are K 

nearest neighbor, Logistic Regression, Random forest, Support vector machine and Decision tree. The correctness of 

the model using each of the algorithms is calculated. Then the model which have highest correctness is taken for 

predicting the diabetes.  The Pima Indians Diabetes (PID) Data Set is used in experiment [7]. This data set is obtained 

from the UCI machine learning repository. Testing positive for diabetes means 1 and testing negative for diabetes 

means 0.269 (34.9%) cases are present in class 1 for positive test and 500 (65.1%) cases in class 0 for negative test.  
 
Davis, et. al studied diabetes mellitus is one of the most common human diseases worldwide and may cause 

several health-related complications. It is responsible for considerable morbidity, mortality, and economic loss. A 

timely diagnosis and prediction of this disease could provide patients with an opportunity to take the appropriate 

preventive and treatment strategies. To improve the understanding of risk factors, we predict type 2 diabetes for Pima 

Indian women utilizing a logistic regression model and decision tree—a machine learning algorithm [8]. Our analysis 

finds five main predictors of type 2 diabetes: glucose, pregnancy, body mass index (BMI), diabetes pedigree function, 

and age. We further explore a classification tree to complement and validate our analysis. The six-fold classification 

tree indicates glucose, BMI, and age are important factors, while the ten-node tree implies glucose, BMI, pregnancy, 

diabetes pedigree function, and age as the significant predictors. Being by looking at the predictors of the prevalence of 

diabetes using the logistic regression model. Using goodness of fit tests and model selection criteria, compared each 

model with all possible combinations of predictors [9]. At 5% significance level, skin thickness, blood pressure and 

insulin do not predict diabetes, but interactions between age and pregnancy, glucose and insulin with pedigree provide 

more meaningful results.  
 
Thompson, et. al applied due to the ever-increasing incidence of diabetes, effective screening strategies are 

needed for early diagnosis and intervention. This study proposes a novel approach that harnesses the power of artificial 

intelligence (AI) to predict diabetes risk [10]. Using machine learning techniques and a database with demographic, 

clinical and lifestyle variables, the proposed model achieves the best accuracy in predicting the probability of 

developing diabetes.  

 
 

http://www.ijirset.com/


International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

         KJ                               |e-ISSN: 2319-8753, p-ISSN: 2347-6710| www.ijirset.com | Impact Factor: 8.423| A Monthly Peer Reviewed & Referred Journal | 

|| Volume 13, Issue 3, March 2024 || 

| DOI:10.15680/IJIRSET.2024.1303075 |    

IJIRSET©2024                                                            |     An ISO 9001:2008 Certified Journal   |                                              1814 

 

 

III. PROPOSED SYSTEM 
 

This consists of various modules of the proposed model. It consists of five modules, namely, Module 1: Data 

Collection, Module 2: Dataset Description, Module 3: Data Preprocessing, Module 4: Data Preparation, Module 5: 
Model Selection, Module 6: Apply Machine Learning. 

 

Module 1: Data Collection: This is the first real step towards the real development of a machine learning model, 

collecting data. This is a critical step that will cascade in how good the model will be, the more and better data that we 

get, the better our model will perform [11]. There are several techniques to collect the data, like web scraping, manual 

interventions and etc. 

 

Module 2: Dataset Description: The Pima Indian dataset is an open‐source dataset that is publicly available for 
machine learning classification, which has been used in this work along with a private dataset. It contains 768 patients’ 
data, and 268 of them have developed diabetes [12]. Dataset can be seen in following Table 3.1. 

 

 
Table 3.1 Features of the Pima Indian Dataset 

 
Module 3: Data Preprocessing: Data preprocessing is most important process. Mostly healthcare related data 

contains missing vale and other impurities that can cause effectiveness of data. To improve quality and effectiveness 

obtained after mining process, Data preprocessing is done. To use Machine Learning Techniques on the dataset 

effectively this process is essential for accurate result and successful prediction. Missing Values Removal and Data 

splitting are used. 

 
Module 4: Data Preparation: We will transform the data. By getting rid of missing data and removing some 

columns. First we will create a list of column names that we want to keep or retain. Next we drop or remove all 

columns except for the columns that we want to retain. Finally, we drop or remove the rows that have missing values 

from the data set. Split into training and evaluation sets. 

 

Module 5: Model Selection: The principal component analysis is the technique that is used, especially for the 

reduction of the dimension of the given dataset [13]. The principal component analysis is one of the most efficient and 

an accurate method for reducing the dimensions of data, and it provides the desired results. This method reduces the 

aspects of the given dataset into a desired number of attributes called principal components. This method takes all the 

input as the dataset which is having a high number of attributes so as the dimension of the dataset is very high. This 

method reduces the size of the dataset by taking the data points on the same axis. 

 
Module 6: Apply Machine Learning: When data has been ready we apply Machine Learning Technique. We 

use KNN Classifier technique, to predict diabetes. KNN classifier: A discrete‐valued function can be approximated 
by K number of nearest classifiers. To categorize, it creates a plane with the available training points and calculates the 

distance between the query and trained points [14]. It determines the K number of neighbors (depending on the dataset) 

and classifies them using majority voting. In our research, we used K = 5 for the binary classification. 

 

IV. METHODOLOGY 
 

Disease Prediction using Machine Learning is the system that is used to predict the diseases from the 

symptoms which are given by the patients or any user. Parameters used within the facts set to locate the diabetes are 

Glucose, Blood pressure, pores and skin thickness, Insulin, Age. Huge volumes of statistics units are generated by 

health care industries. Pima Indians Diabetes Database (PIDD), dataset is taken from the national Institute of Diabetes 

and Digestive diseases. For instance, used the K-Nearest Neighbor (KNN) algorithm to design a system that can predict 

diabetes quickly and accurately. 
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Fig 4.1 Proposed Diabetes Prediction System 

 
In the statistical context, Machine Learning is defined as an application of artificial intelligence where 

available information is used through algorithms to process or assist the processing of statistical data. While Machine 

Learning involves concepts of automation, it requires human guidance. Machine Learning involves a high level of 

generalization in order to get a system that performs well on yet unseen data instances.  

 

Most statistical techniques follow the paradigm of determining a particular probabilistic model that best 

describes observed data among a class of related models [15]. Similarly, most machine learning techniques are 

designed to find models that best fit data (i.e. they solve certain optimization problems), except that these machine 

learning models are no longer restricted to probabilistic ones. 

 

Machine learning might be able to provide a broader class of more flexible alternative analysis methods better 

suited to modern sources of data. It is imperative for statistical agencies to explore the possible use of machine learning 

techniques to determine whether their future needs might be better met with such techniques than with traditional ones. 

 

The KNN algorithm means K-NEREST NEIGHBOURS. This algorithm often used in classification when 

we have some classified data and we have new data item, but we not sure which is the class of that new data, then we 

use KNN machine learning algorithm. KNN is supervised and pattern classification learning algorithm. KNN can be 

used in classification as well as regression. The KNN algorithm is the most accurate model because it makes highly 

accurate prediction, so we can use the KNN algorithm where we want highly accuracy. This algorithm has some 

drawback which is the outcomes accuracy is depend on the quality of the available data. So, if we have good quality of 

data then outcomes accuracy is higher else, we won’t get the higher accuracy. The KNN algorithm is easy to implement 

there are two parameters is required to implement. First is the value of the K, and second one is the distance function. 

KNN is one of the most use data mining and classification algorithms. And KNN is used in cancer diagnosis, pattern 

recognition, text classification, email spam detection, fraud detection, and in regression it used to risk assessment, score 

prediction etc. in this paper we will see how KNN machine learning algorithm actually work and its challenges as well 

as advantages. KNN algorithm store all the available cases and classify new data of K in similarity measure. It suggests 

that if you are similar to your neighbor then you are one of them [16]. For example, apple is more similar to orange, 

banana, and mango rather than dog, monkey, lion then most likely apple is belonging to group of fruits. KNN used is 

search application when you want to similar items then you called the search as a KNN search. K is the number of 

neighbors near to the new object which we have to assign. If k=3 then the most common three nearest neighbors are 

checked and the most common neighbors class are assigning to the testing data item. So, this is the K in KNN 

algorithm. The biggest use of KNN algorithm is the recommendation system. The recommended system is like the shop 

counter when you asking for a product it not shows only that product, it displayed you and also suggest your relevant 

sets of products and related to the item you are already too interested to buying it. The KNN algorithm is used in 

recommended product like in amazon and recommended media in case of NETFLIX. More than 35% of amazon 

revenue is generated by its recommendation engine. For this kind of purpose, we use KNN algorithm and more 

advanced example may like handwriting detection, image recognition or even video recognition, and it is used to get 

missing value, used in pattern recognition, and it used in gene expression this is also the example of KNN machine 

learning algorithm. 

 

The k nearest neighbor algorithm find the nearest neighbor of new data item, if k= 3, (k is the nearest 

neighbor) then 3 closest neighbors has been checked and most common of cases data item class has been assign to new 

data item. This is about KNN algorithm. So, the question arises how we calculate the distance between k and new data 
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item? We can measure distance between k and new data point through Euclidean distance. we can also calculate 

distance through hamming distance, Manhattan distance formula for KNN algorithm. The Euclidean distance is based 

on the Pythagoras theorem if we want to calculate the distance of AC^2(AC SQUAR) then in Pythagoras we calculate 

the AB^2 + BC^2(AB SQUAR + BC AQUAR) this method can be used in Pythagoras. Likely if we want to calculate 

the distance between two point (x1,x2) and (y1,y2) in two dimensional space then the Euclidean distance between two 

points is D = √(x2−x1)^2 + (y2−y1)^2.(^2 is denoted the square) And in three-dimensional space, for points (x1,y1,z1) 

and (x2,y2,z2) then in this case the Euclidean distance of this point is D = √(x2−x1)^2 + (y2−y1)^2+(z2-z1)^2. This is 

how Euclidean distance is calculated. Now will see how dose KNN algorithm work. We see how the Euclidean 

distance was calculated [17]. Now we apply this distance calculating formula in KNN and see how its work. So, in 

KNN we have to have data set first, before applying KNN algorithm. KNN will study this data and then predict the new 

data item class that’s why KNN called as a lazy algorithm because it does not have specialized training phase it uses all 

data for training while classification. We have some flower sepal length and sepal width and their spices. So, if new 

flower sample is found but we don’t know the new flower spices. We apply KNN algorithm to find the classification in 

flower spices. KNN algorithm use facture similarities to predict the value so the first step is storing the data set during 

the first step of KNN algorithm. 

 

V. RESULT AND DISCUSSION 
 

First we have to enter the patient details in order to know the parameters. Here we have given the 

information’s like Number of Pregnancies, Glucose, Blood Pressure, Skin Thickness, Insulin Level, Body Mass Index, 

Diabetes pedigree Function and Age. 

 

 
Fig 5.1 Home page 

 
Here we have to enter the Patient Parameters like Number of Pregnancies, Glucose, Blood Pressure, Skin 

Thickness, Insulin Level, Body Mass Index, Diabetes pedigree Function and Age. 
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Fig 5.2 Enter the Patient Parameters 

 
Based on given Number of Pregnancies, Glucose, Blood Pressure, Skin Thickness, Insulin Level, Body Mass 

Index, Diabetes pedigree Function and Age the machine learning classifier will predict that the don’t have diabetes.  

 

 
Fig 5.3 Diabetes has been predicted here 

 
Here we have to enter the Another Patient Parameters like Number of Pregnancies, Glucose, Blood Pressure, 

Skin Thickness, Insulin Level, Body Mass Index, Diabetes pedigree Function and Age. 

 

 
Fig 5.4 Enter the Another Patient Parameters 

 
Based on given Number of Pregnancies, Glucose, Blood Pressure, Skin Thickness, Insulin Level, Body Mass 

Index, Diabetes pedigree function and Age the machine learning classifier will predict that the you have diabetes.  
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Fig 5.5 Diabetes has been predicted here 

 
VI. CONCLUSION AND FUTURE ENHANCEMENT 

 
Diabetes prediction is one of the prevalent medical problems in real-world. The persistence of it in the human 

body for a long time leads to the microvascular complications of diabetes. Machine learning classification algorithm K-

Nearest Neighbor (KNN) for predicting diabetes at an early stage. In Future work of creating an early stage diabetes 

risk prediction application may be done by using various machine learning model and compare the accuracy. There are 

some future scopes of this work, for example, we recommend getting additional private data with a larger cohort of 

patients to get better results. 
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