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ABSTRACT: Aiming at the black-box adversarial attack application, hackers can obtain given input labels only. The 

paper researched existing problems in the black-box attack method. The PSO-BBA is put forward, which avoids the 

current BBA method falling into the situation of a local optimal solution. The proposed PSO-BBA method improves 

the convergence speed of the BBA and ensures the performance of the black-box attack. Through the experimental 

comparison with the baseline method, it is proved that the proposed PSO-BBA effectively reduces query numbers. It 

produced adversarial samples at a lower self-cost and faster efficiency successfully. Our next research will focus on 

conducting detailed theoretical and experimental analyses on the selection of initial particles in the improved algorithm. 

KEYWORDS: cybersecurity; adversarial machine learning; machine learning; intrusion detection; functionality-

preservation 

I. INTRODUCTION 

Deep learning is occupying the core of the rapidly developing field of machine learning and artificial intelligence 

research. It also demonstrates good performance on many tasks, especially in the field of computer vision. However, 

modern deep networks are very vulnerable to adversarial samples, which presents a great threat to the effectiveness and 

stabilization of the community [1,2,3,4,5]. It is shown that image classification methods based on deep neural networks 

(DNN) are always fragile. They will make mistakes when only small disturbances occur, which are invisible to the 

human eye. This indicates that many machine learning models trained with a large number of samples are still 

vulnerable to small adversarial disturbances. The algorithm to find this kind of anti-interference to the input image is 

usually called an anti-attack. The mathematical expression is as Equation (1). The C(x) is the classifier. In machine 

learning, the function of the classifier is to judge the category of a new input sample based on the labeled training data. 

Value (x, y) is an input sample and its label. The attack is to produce an adversarial sample x
adv

 of x. When x
adv

 is 

misclassified by ML model. The Lp norm of the difference between it and the original one is below a set threshold ε. It 
means that the attack succeeded. 

Adversarial attack methods generally fall into two categories on the basis of attack effect and method. In the light 

of attack effects, these come in two classes: non-targeted and targeted attack methods. Non-targeted attack refers to the 

generation of adversarial samples by adding interference. It causes the classification algorithm to mistakenly classify 

the original image into images of different categories. Contrarily, targeted attack causes the classification algorithm to 

misclassify the original image as an image of a specified category. 
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Fig 1: Block Diagram 

On the basis of methods, these come in two classes: white and black-box methods. The white-box attack methods 

know about attacking deep neural network methods and model parameters in advance, such as the construction of 

networks, the situation of layers, neurons, etc. Additionally, they know the kinds of hyperparameters about the neural 

network, and the weights of connected neurons, for example. The attacker can design a targeted adversarial sample on 

the basis of the known information with regard to the neural network. This can make the neural network method lose 

efficacy. Such methods comprise the fast gradient attack proposed by Ian Goodfellow in 2014 [6] (Fast Gradient Sign 

Method, FGSM), Basic Iterative Method [7] (BIM), and DeepFool [8], Jacobian-based Saliency Map [9] (JSMA), 

Houdini [10] and Carlini & Wagner [11], and so on. Such attack algorithms mainly rely on gradient-based attack 

strategies. 

Conversely, black-box attack methods do not know any information about the network, such as architecture or 

various hyperparameters. These only have the output results of the network and corresponding data labels. These ones 

are closer to the real application scenario than white ones. Such methods are harder to implement than white-box 

methods. Meanwhile, the attack effect is relatively poor. In terms of safety, the robustness of the neural network can be 

improved by the research of black-box methods. The network is trained with the corresponding adversarial samples. It 

is very helpful in improving the security of the network application. 

The black-box attack methods can be generally divided into three categories: score-based attack, transfer-based 

attack and decision-based attack methods. Score-based attacks rely on predicted scores, such as the class probability or 

distribution of the model. These attacks use predicted values to estimate the gradient, mainly including the black-box 

variants of JSMA [12], zero-order Optimization attacks [13], predictive adversarial generative networks [14], and 

simple black-box attacks [15,16,17]. The disadvantage of this type of method is that it is difficult to obtain the score 

and probability distribution of the output sample in real applications, so it cannot be practically used. 

A transfer-based attack does not rely on model information. It requires information about training data, which are 

used to train a fully observable agent model. The adversarial disturbances can be synthesized [18]. It relies on empirical 

observations. The adversarial examples are often transferred between models. If adversarial examples are created on a 

set of proxy models, the success rate of attacking models can reach 100% in some cases [19]. Dong proposed a prior 

stochastic gradient free method [20] to improve the performance of black-box adversarial attacks. The algorithm also 

uses transfer based on the priori and score-based information. The attack success rate is higher than only one method. If 

the data sets are inconsistent, the attack effect may decrease a lot, and the stability is not robust [21]. 

II. RELATED WORKS 

 

Boundary attack algorithm is a kind of typical decision-based method. Starting from an initial adversarial image, 

a binary search is used to find a sample point, which is near the classification frontier. Random walk is performed along 

the frontier between two opposite areas. It reduces the distance from the target image. That is to say, the classification 
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result obtained by input classifier query is always the category we want to misclassify. According to this step, we 

continue to iterate and gradually reduce the distance from the original image. The reason why this kind of algorithm is 

named “boundary attack” is that it generates adversarial samples by searching along the boundary until it converges to 

obtain the optimal or satisfactory solution. 

The results obtained by this kind of method can meet the requirements for misclassification of the black-box 

model. The overall disturbance that it increases relative to the original image varies with the performance of the 

algorithm. Therefore, the criterion for measuring a successful adversarial sample is that the difference  between it and 

the original image should be less than the given threshold ε. Take the ImageNet data set as an example: the image size 

is 299 × 299. The pixel value interval is (0, 255). When p = 2 (that is, the L2 norm) ε takes 25.89. This measure is used 

in our research and experimental results. As shown in  the generation of optimal adversarial samples can be considered 

as a search and optimization problem along the classification boundary between adversarial space and original space. 

Those boundary points that are both close to the original image and on the adversarial sample space are the feasible 

solutions that we want to find. However, in the decision-based black-box adversarial scene, the position and gradient 

direction of the real classification boundary are unknown. Therefore, it can be regarded as a high-dimensional space 

search problem in an uncertain environment. In the context of this complex problem, the BA algorithm adopts the 

method of distributing P from an appropriate pixel space. An adversarial disturbance is found closer to the original 

image according to a given adversarial criterion. At the same time, in order to overcome the uncertainty of the 

classification boundary, it needs to consume several queries to obtain a successful adversarial disturbance. The basic 

flow of the algorithm is as follows. 

The second step is to determine the disturbance. In order to ensure that the disturbance of each sampling is 

improved along the direction of the classification boundary as much as possible, as shown firstly the 

disturbance ηk with the sampling step size of δ is sampled on the hypersphere with the original image as the ball center, 

which is called the orthogonal disturbance. The disturbance of one step length of ε is sampled towards the direction of 

the original input image. Then the next adversarial sample point is obtained. 

Boundary attack is easy to use. It just needs to adjust the two parameters of step size δ and ε. It has a good effect 

on target and non-target attack. This method can find adversarial samples that are similar to the effect of gradient-based 

white box attacks. It does not rely on the proxy model trained on the data, which is similar to the attack model. Besides, 

it has stronger robustness to the common defense methods, such as gradient masking, inherent randomness and robust 

training. The disadvantage is high query times and the efficiency is low. The black box model needs to be queried 

many times to generate successful adversarial samples. A distributed particle swarm optimization (PSO) algorithm is 

proposed to improve the initialization and optimization process. The improved details are introduced below. 

III. THE PROPOSED DISTRIBUTED FRAMEWORK 

 

In BA methods, the generation of adversarial samples is equivalent to a search problem. One of the directions that 

can be improved in this problem is to define a heuristic information with a guiding function. The BBA is to introduce 

heuristic knowledge for the BA algorithm to speed up the search speed and efficiency. In addition, another important 

improvement direction is reducing the size of search space. In both BA and BBA algorithms, the approach taken begins 

with a single initial point. They search in a huge boundary space in a random or heuristic manner. This leads to the 

difficulty of too large search space, and the search gets stuck at local optimum easily. Therefore, this paper proposes 

the idea of combining particle swarm optimization (PSO) in the swarm intelligence algorithm to decompose the single-

point search optimization into multiple points to search in their respective subspaces. Particle swarm optimization 

(PSO) algorithm is a random search algorithm based on group cooperation, which is developed by simulating the 

foraging behavior of birds. The purpose is to improve the possibility of searching for a practicable solution here. It can 

improve the success rate of adversarial attacks while speeding up the convergence rate. It can overcome shortcomings 

caused by the local optimal solution. 
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In adversarial environments, the perturbation space is searched and optimized by the continuous update of the 

particle swarm. When the updating position is outside the scope of sample space, the perturbation created by Equation 

(3) is the velocity updating to guarantee that the particle position stays in it. The process does not waste any number of 

queries. Instead, it updates autonomously on the basis of the current orientation of each particle, and the best one. The 

query is needed for each update to judge only once that a particle has exceeded the boundary or not. If it is judged to 

exceed the space, a generated velocity is conducted. As the red arrowhead shows, the best sample is finally found 

through search, that is, the position of the yellow star. The adversarial sample search problem essentially has multiple 

solutions. Sometimes, it only needs to seek out one solution quickly. It can then be considered successful. The PSO 

algorithm based on multiple initial points can seek out the optimization among subspaces parallelly, which accelerates 

the speed of solution. One of the cost tradeoffs involved is that, per particle, it has to use up certain query numbers.  

IV. RESULT ANALYSIS 

A specific black-box attack example comparison experiment is shown in Figure 7. It can be seen that the improved 

PSO-BBA algorithm can effectively reduce the number of queries while ensuring the success rate of the attack. 

Although the similarity between the initial interference image generated by each particle and the original is poor. By 

expanding search space, the improved PSO-BBA algorithm generates a higher degree of similarity to the original image 

based on all particles. It also improves the convergence speed of the algorithm in comparison to the original method. 
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The local optimal situation is avoided effectively. The performance of the attack algorithm is also improved. Figure 

8shows an example of a failed BBA attack. The improved PSO-BBA algorithm succeeds and the number of attack 

queries is significantly reduced. However, the comparison results of MSSIM show that the two methods have changed 

the structural information of the original image. So, some evaluation indexes can be used as the indicators of detecting 

attacks. 

 

Fig 3:Evasion Black box Attacks 

V. CONCLUSION 

box attacks, using a probabilistic fingerprint to detect highly similar queries generated by attack optimization. 

Blacklight achieves near-perfect detection against eight SOTA attacks with negligible false positives, resists persistent 

attackers, and is robust to a range of adaptive and even idealized countermeasures. We also demonstrated that 

Blacklight can successfully generalize to some text classification tasks. Blacklight faces two limitations that demand 

further research. First, it is unable to defend against substitute model (SM) attacks, but can be combined with SM 

defenses to launch a more complete defense against both types of blackbox attacks (see Appendix §A for initial 

results). Second, Blacklight relies on the fact that existing query-based blackbox attacks all produce highly similar 

queries during their iterative optimization process, a phenomenon rarely seen in benign queries. It is not future-proof, 

i.e. a (future) attack breaking this assumption would evade Blacklight. 
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