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ABSTRACT: The project aims to develop a personal virtual assistant for windows based system. Jarvis draws its 
inspiration from virtual assistants like Cortana for Windows, and Siri for iOS. It has been designed to provide a user-
friendly interface for carrying out a variety of tasks by employing certain well-defined commands. Users can interact 
with the assistant either through voice commands or using keyboard input. As a personal assistant, Jarvis assists the 
end-user with day-to-day activities like general human conversation, searching queries in google or yahoo, searching 
for videos, playing songs, live weather conditions, word meanings, searching for medicine details and reminding the 
user about the scheduled events and tasks. The virtual assistant takes the voice input through our microphone and it 
converts our voice into computer understandable language and gives the required solutions and answers which are 
asked by the user. This assistant connects with the world wide web to provide results that the user ha. This project 
works on voice input and gives output through voice and displays the text on the screen. The main agenda of our virtual 
assistant is that it makes people smart and give instant and computed results. 

 

I. INTRODUCTION 

 

 OBJECTIVE OF THE PROJECT 

The development of technology allows introducing more advanced solutions in everyday life. This makes work less 
exhausting for employees, and also increases the work safety. As the technology is developing day by day people are 
becoming more dependent on it, one of the mostly used platform is computer. We all want to make the use of these 
computers more comfortable, traditional way to give a command to the computer is through keyboard but a more 
convenient way is to input the command through voice. Giving input through voice is not only beneficial for the normal 
people but also for those who are visually impaired who are not able to give the input by using a keyboard. For this 
purpose, there is a need of a virtual assistant which can not only take command through voice but also execute the 
desired instructions and give output either in the form of voice or any other means. A Virtual Assistant is the software 
that can perform task and provide different services to the individual as per the individual’s dictated commands. This is 
done through a synchronous process involving recognition of speech patterns and then, responding via synthetic 
speech. Through these assistants a user can automate tasks ranging from but not limited to mailing, tasks management 
and media playback. It understands natural language voice commands and complete the tasks for the user. It is typically 
a cloud-based program that requires internet connected devices and/or applications to work. The technologies that 
power virtual assistants are machine learning, natural language processing and speech recognition platforms. It uses 
sophisticated algorithms to learn from data input and become better at predicting the end user's needs. 
  
MOTIVATION 

The main purpose of this project is to build a program that will be able to service to humans like a personal assistant. 
This is an interesting concept and many people around the globe are working it. Today, time and security are the two 
main things to which people are more sensitive, no one has the time to spoil; nobody would like their security breach, 
and this project is mainly for those kinds of people. This system is designed to be used efficiently on desktops. Virtual 
Assistants software improves user productivity by managing routine tasks of the user and by providing information 
from an online source to the user. This project was started on the premise that there is a sufficient amount of openly 
available data and information on the web that can be utilized to build a virtual assistant that has access to making 
intelligent decisions for routine user activities. 
 

 SCOPE OF THE PROJECT 

Virtual Assistants will continue to offer more individualized experiences as they get better at differentiating between 
voices. However, it’s not just developers that need to address the complexity of developing for voice as brands also 
need to understand the capabilities of each device and integration and if it makes sense for their specific brand. They 
will also need to focus on maintaining a user experience that is consistent within the coming years as complexity 
becomes more of a concern. This is because the visual interface with virtual assistants is missing. Users simply cannot 
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see or touch a voice interface. Virtual Assistants are software programs that help you ease your day-to-day tasks, such 
as showing weather report, playing music etc. They can take commands via text (online chat bots) or by voice. 
 

APPLICABILITY 

The mass adoption of artificial intelligence in users’ everyday lives is also falling the shift towards voice. The number 
of IoT devices such as smart thermostats and speakers are giving voice assistants more utility in a connected user’s life. 
Smart speakers are the number one way we are seeing voice being used. Many industry experts even predict that nearly 
every application will integrate voice technology in some way in the next 5 years. The use of virtual assistants can also 
enhance the system of IoT (Internet of Things). Twenty years from now, Microsoft and its competitors will be offering 
personal digital assistants that will offer the services of a full-time employee usually reserved for the rich and famous. 
 

 
   

FIGURE. VIRTUAL ASSISTANT 

 

II. EXISTINGSYSTEM 

 

This project describes one of the most efficient ways for voice recognition. It overcomes many of the drawbacks in the 
existing solutions to make the Virtual Assistant more efficient. It uses natural language processing to carry out the 
specified tasks. It has various functionalities like network connection and managing activities by just voice commands. 
It reduces the utilization of input devices like keyboard. This project describes the method to implement a virtual 
assistant for desktop using the APIs. In this module, the voice commands are converted to text through Google API. 
Text input is just stored in the database for further process. It is recognized and matched with the commands available 
in database. Once the command is found, its respective task is executed as voice, text or through user interface as 

output. 
  
DISADVANTAGES 

• They propose a new detection scheme that gets two similar results which could cause confusions to the user on 
deciding the actual/desired output. 
• Though the efficiency is high of the proposed module, the time consumption for each task to complete is higher and 
also the complexity of the algorithms would make it very tough to tweak it if needed in the future. 
 

III. PROPOSED SYSTEM 

 

1. QUERIES FROM THE WEB: 

Making queries is an essential part of one’s life. We have addressed the essential part of a netizen’s life by enabling our 

voice assistant to search the web. Virtual Assistant supports a plethora of search engine like Google displays the result 

by scraping the searched queries. 

2. ACCESSING NEWS: 

Being up-to-date in this modern world is very much important. In that way news plays a big crucial role in keeping 

ourselves updated. News keeps you informed and also helps in spreading knowledge. 
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3. TO SEARCH SOMETHING ON WIKIPEDIA: 

Wikipedia's purpose is to benefit readers by acting as a widely accessible and free encyclopaedia; a comprehensive 

written compendium that contains information on all branches of knowledge. 

4. ACCESSING MUSIC PLAYLIST: 

Music have remained as a main source of entertainment, one of the most prioritized tasks of virtual assistants. you can 

play any song of your choice. However, you can also play a random song with the help of a random module. Every 

time you command to play music, the Virtual Assistant will play any random song from the song directory. 

 

5. OPENING CODE EDITOR: 

Virtual Assistant is capable of opening your code editor or IDE with a single voice command.  

 

ADVANTAGES 

• Platform independence 

• Increased flexibility 

• Saves time by automating repetitive tasks 

• Accessibility options for Mobility and the visually impaired 

• Reducing our dependence on screens 

• Adding personality to our daily lives 

• More human touch 

• Coordination of IoT devices 

• Accessible and inclusive 

• Aids hands free operation 

 

IV. SYSTEM DESIGN 

 

ARCHITECTURE DIAGRAM 

An architectural diagram is a diagram of a system that is used to abstract the overall outline of the software system and 
the relationships, constraints, and boundaries between components. It is an important tool as it provides an overall view 
of the physical deployment of the software system and its evolution roadmap. An architecture description is a formal 
description and representation of a system, organized in a way that supports reasoning about the structures and 
behaviors of the system. After going through the above process, we have successfully enabled the model to understand 
the features 

 

 
                                     

FIGURE . SYSTEM ARCHITECTURE DIAGRAM 

 

UML DIAGRAM 

The Unified Modeling Language is a general-purpose, developmental, modeling language in the field of software 
engineering that is intended to provide a standard way to visualize the design of a system. A UML diagram is a diagram 
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based on the UML (Unified Modeling Language) with the purpose of visually representing a system along with its main 
actors, roles, actions, artifacts or classes, in order to better understand, alter, maintain, or document information about 
the system. 
UML defines several models for representing systems 

1. The class model captures the static structure 

2. The state model expresses the dynamic behavior of objects 

3. The use case model describes the requirements the requirements of the user 

4. The interaction model represents the scenarios and messages flows 

5. The implementation model shows the work unit 
 

ADVANTAGES 

• Most used and flexible 

• Development time is reduced 

• Provides standard for software development 
• It has large visual elements to construct and easy to follow 

 

5.2.1 USE CASE DIAGRAM 

In UML, use-case diagrams model the behavior of a system and help to capture the requirements of the system. Use-

case diagrams describe the high-level functions and scope of a system. These diagrams also identify the interactions 
between the system and its actors. In this project there is only one user. The user queries command to the system. 
System then interprets it and fetches answer. The response is sent back to the user. 
 

 
 

FIGURE . USE CASE DIAGRAM 

 

CLASS DIAGRAM 

Class diagram is a static diagram. It represents the static view of an application. Class diagram is not only used for 
visualizing, describing, and documenting different aspects of a system but also for constructing executable code of the 
software application. The class user has 2 attributes command that it sends in audio and the response it receives which 
is also audio. It performs function to listen the user command. Interpret it and then reply or sends back response 
accordingly. Question class has the command in string form as it is interpreted by interpret class. It sends it to general 
or about or search function based on its identification. The task class also has interpreted command in string format. 
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ACTIVITY DIAGRAM  
 An activity diagram is a behavioral diagram. It depicts the behavior of a system. An activity diagram portrays the 
control flow from a start point to a finish point showing the various decision paths that exist while the activity is being 
executed. initially, the system is in idle mode. As it receives any wakeup call it begins execution. The received 
command is identified whether it is a question or task task is being performed, the system waits for another command. 
This loop continues unless it receives a quit command.  
 

 

 

 

 

 

 

                                               FIGURE . ACTIVITY DIAGRAM 

 

 

 

 

 

 

 

 

 

 

 SEQUENCE DIAGRAM 

A sequence diagram is a Unified Modeling Language (UML) diagram that illustrates the sequence of messages between 
objects in an interaction. A sequence diagram consists of a group of objects that are represented by lifelines, and the 
messages that they exchange over time during the interaction. The below sequence diagram shows how an answer 
asked by the user is being fetched from internet. The audio query is interpreted and sent to Web scraper. The web 
scraper searches and finds the answer. It is then sent back to speaker, where it speaks he answer to user. 
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FIGURE :     SEQUENCE DIAGRAM FOR QUERY- RESPONSE 

 

The user sends command to virtual assistant in audio form. The command is passed to the interpreter. It identifies what 
the user has asked and directs it to task executer. If the task is missing some info, the virtual assistant asks user back 
about it. The received information is sent back to task and it is accomplished. After execution feedback is sent back to 
user. 
 

 
                        

FIGURE .SEQUENCE DIAGRAM FOR TASK EXECUTION 

 

V. SYSTEM IMPLEMENTATION 

 

MODULE DESCRIPTION 

 Pyttsx3 (Python Text to Speech) 
A python library that will help us to convert text to speech. It is a cross-platform Python wrapper for text-to-speech 
synthesis. It is a Python package supporting common text-to-speech engines on MacOS X, Windows, and Linux. It 
works for both Python2.x and 3.x versions. Its main advantage is that it works offline 

 

Sapi5 (Speech Application Programming Interface) 
The Speech Application Programming Interface or SAPI is an API developed by Microsoft to allow the use of speech 
recognition and speech synthesis within Windows applications. To date, a number of versions of the API have been 
released, which have shipped either as part of a Speech SDK, or as part of the Windows OS itself. Applications that use 
SAPI include Microsoft Office, Microsoft Agent and Microsoft Speech Server. Many versions (although not all) of the 
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speech recognition and synthesis engines are also freely redistributable. SAPI 5 however was a completely new 
interface, released in 2000. Since, then several sub-versions of this API have been released. 
 

Speech recognition 

Speech recognition is the process of converting spoken words to text. Python supports many speech recognition engines 
and APIs, including Google Speech Engine, Google Cloud Speech API, Microsoft Bing Voice Recognition and IBM 
Speech to Text. Speech Recognition is an important feature in several applications used such as home automation, 
artificial intelligence, etc. Recognizing speech needs audio input, and Speech Recognition makes it really simple to 
retrieve this input. This is a library for performing speech recognition, with support for several engines and APIs, online 
and offline. 
  
Pyaudio 

To access your microphone with Speech Recognizer, you’ll have to install the PyAudio package. PyAudio provides 
Python bindings for Port Audio, the cross- platform audio I/O library. With PyAudio, you can easily use Python to play 
and record audio on a varity of platforms. 
 

VI. CONCLUSION 

 

Through this virtual assistant, we have automated various services using a single line command. It eases most of the 
tasks of the user like searching the web, playing music and doing Wikipedia searches. We aim to make this project a 
complete server assistant and make it smart enough to act as a replacement for a general server administration. The 
project is built using available open-source software modules with visual studio code community backing which can 
accommodate any updates in future. The modular nature of this project makes it more flexible and easier to add 
additional features without disturbing current system functionalities. It not only works on human commands but also 
give responses to the user based on the query being asked or the words spoken by the user such as opening tasks and 
operations. The application should also eliminate any kind of unnecessary manual work required in the user life of 
performing every task. 
 

VII. FUTURE WORK 

 

The virtual assistants which are currently available are fast and responsive but we still have to go a long way. The 
understanding and reliability of the current systems need to be improved a lot. The assistants available nowadays are still not 
reliable in critical scenarios. The future plans include integrating our virtual assistant with mobile using React Native to 
provide a synchronised experience between the two connected devices. Further, in the long run, our virtual assistant is 
planned to feature auto deployment supporting elastic beanstalk, backup files, and all operations which a general Server 
Administrator does. The future of these assistants will have the virtual assistants incorporated with Artificial Intelligence 
which includes Machine Learning, Neural Networks, etc. and IoT. 
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