
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Volume 13, Issue 5, May 2024 

 

 

Impact Factor: 8.423 
 



 
        | DOI:10.15680/IJIRSET.2024.1305559 | 

 

IJIRSET©2024                                                       |     An ISO 9001:2008 Certified Journal   |                                                    9910 

Increase the Productivity of Internet Marketing by 
Using Unsupervised Machine Learning 

 

Kousar Ghalwade, Dr. Mahesh Ghaikwad, Prof. Amruta Sarudkar 

PG Student, Department of AIDS, Sanjay Ghodwat University, Kolhapur, India  

Associate Professor, Department of CSE, Sanjay Ghodawat University, Kolhapur, Maharashtra, India  

Assistant Professor, Department of Computer Engineering, Trinity College of Engineering & Research, Pune, India 

                                              
 ABSTRACT: Internet marketing is the use of Internet means to increase product sales. This marketing means, with a variety of 

characteristics such as sincerity, applicability, and facility, is not only an efficient and important marketing tool but also an important 

core of enterprise product sales. Marketing of e-commerce networks has low cost, good connections, and other advantages in the 

worldwide traffic. So, the advantage is that it attracts consumers, decreases maintenance, and increases the revenue of internet 

marketing. So, to increase the productivity of internet marketing we are using unsupervised machine learning by extraction of popular 

product attributes from E-commerce websites. By using popular product attributes from the product specification pages, we create a 

graphical mode from a variety of new domains and websites. Without using samples of labeling data and current techniques for 

extracting information by taking account of the popularity of product characteristics, it allows to mapping of the popular product 

properties and the related product characteristics from a number of customer reviews. The important thing is that it fills this vocabulary 

gap between the text on product summary pages and the text on the client's reviews. This paper going to create a graphic model based on 

hidden random conditions fields, which gives unfair information and apply extensive tests to shows how effective and stable our system 

is. Our task is to create an unattended method of learning using data mining e-commerce sites. By defining a product, it can classify the 

review as either positive or negative. It describes the two key concepts in this project, namely features and attribute. The attribute and 

function relate to the element of a specific domain product. Here the "attribute" in the web-pages defined as a product and the “popular 

feature” refer to the concepts of the reviews. This model automatically generates associations between the attributes and the popular 

features in order to identify the popular product attributes.  

 
KEYWORDS: Machine Learning, Supervised, Unsupervised ML, preprocessing, Extraction Attributes, Features  

 

I. INTRODUCTION 
 

The mobile device (application software), therefore, produces more and more regular online business transactions, 

converts a large number of users from the traditional internet to the mobile Internet. The Internet financial growth itself 

depends on Internet technology and the financial management. In order to achieve the spectrum of distance control, 

timely accounting and online payment processing, it is able to handle the electronic trading and the creation of 

electronic goods settlement papers. This financial model has also become an important factor limiting e-commerce 

innovations and has become the center of the growth of the e-commerce industry. The referred network is neither the 

conventional LAN and the WAN, nor the basic Internet, but the Cloud-based open-resource network. Due to constant 

growth and the rapid popularization of technology, the world's major countries and regions have kept up a fast pace in 

recent years in the internet marketing. As the e-commerce trend is growing, At the same time, e-commerce companies 

have expanded and become a strong force in the global e-commerce industry in developing countries. The network 

funding of the company is therefore the overall result of IT infrastructure and sophisticated internet management. This 

establishes, applies and innovates in the area of e-commerce financial activities. In this paper the following points are 

used as the most appropriate technique of web system review: 

 
INTERNET SYSTEM REVIEW AND ANALYSIS 
 
Based on the IP addresses of communication patterns from the end to end of the world, the Web has become difficult to 

adapt to the Web as the center of social development. The internet at fixed terminal access has also become difficult. 

Dynamical protection can be implemented in series or in parallel with high flexibilities based on the "flow" monitoring 

process, a defense system focused on traffic analysis disturbance detection and a statistical reporting linkage alert 

control. Experimental results show that the system data gain rates are high and can boost the reliability and protection 

of the network system operations by connecting each module in an accurate manner and real-time monitoring and 

testing of the traffic information. 
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MOTIVATION 
 

In this project, we are designing an unsupervised learning framework to draw popular product attributes from the 

product description pages of various websites. This framework can not only detect popular product characteristics from 

a set of customer reviews, but also map these popular features to the corresponding product characteristics 

simultaneously as compared to existing systems.  

 
GOAL 
 

The aim of the proposed system is to build a system which does not experiment the number of popular product 

attributes in advance. It can be extracted by automatically recognizing hidden concepts, derived from a set of customer 

reviews and by addressing the vocabulary from the text in the web-based product attributes and the text in the customer 

review process. This allows consumers to easily view similarities between the products needed and decide quickly to 

purchase products online. 

 
BACKGROUND 
 
In today's technology world, data science, machine learning and artificial intelligence is one of the top trend subjects. 

There are developments in data mining and Bayesian analytics and this raises the need for computer education.  

Machine learning is a programming discipline to allow them to learn and increase their knowledge automatically. 

Training in this context includes the identification and appreciation of the data provided and informed decisions based 

on the data provided. Certain decisions are based on all relevant feedback are very difficult to take into account. In 

order to address this issue, algorithms are built, that draw on knowledge and experiences by applying statistical science 

concepts, probability, logic, mathematical optimization, improved learning and control theory. 

 
MACHINE LEARNING TASKS 
 

Machine Learning (ML) is the scientific study of algorithms and mathematical models using patterns and deductions 

instead of computer systems for a certain purpose. It is viewed as part of the artificial intelligence. Machine learning 

algorithms create a mathematical model based on simulated data called training data to take predictions or decisions 

without being specifically programmed to perform the task. In a wide range of applications, such as e-mail and 

computer vision, machine learning algorithms are used, where it is impossible or inefficient to create a traditional 

algorithm to work properly. 

 

Machine learning is closely linked to machine science, based on predicting using machines. The work on mathematical 

optimization provides the fields of machine learning techniques, theory and implementation. Data mining is an area of 

research in machine learning and concentrates on the study of exploratory data by non-controlled learning.  Machine 

learning is also referred to as predictive analytics in its application to business problems. 

  
PURPOSE OF MACHINE LEARNING 
 

The ability to turn the professional knowledge into expertise or identify patterns in complex data is a symbol of human 

or animal intelligence can be considered as an AI or Artificial Intelligence branch.  Machine learning, as a field of 

science, has similar principles in other fields including statistics, information processing, game theory and optimization. 

As an area of IT, the aim is to program machines so that they can understand.  The aim of machine learning is not 

however to automate intelligent conduct replication, but to supplement and complement the knowledge and 

understanding of human beings using the power of computers. Machine learning algorithms, for example, will search 

and process huge databases identifying patterns outside the scope. 

We usually come across many raw data in the real world, which are not eagerly processed through the algorithm of 

machine learning. Before entering various machine learning algorithms, we need to pre-process the raw data.  

 
Applications of ML Algorithms 
The machine learning algorithms are used in many applications, for example:  

 Image processing  

 Language processing  

 Forecasting such items as stock market movements, economy  

 Pattern Identification  

https://en.wikipedia.org/wiki/Machine_learning#Machine_learning_tasks
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 Gaming  

 Data analysis  

 Robotics systems 

 
Steps Involved in ML 
The following stages include:  

 Problem description  

 Software preparation  

 algorithms evaluation  

 results enhancement  

 results presentation  

 

Machine Learning (ML) is an automatic learning that requires little or no interaction in humans. It requires 

programming computers to learn from the inputs that are available. Machine learning 

aims primarily to explore and develop algorithms that can draw lessons from past data and predict new inputs. The best 

method to start with Python is to work through an end-to-end project, covering key steps, such as data loading, data 

synchronization, algorithms evaluation and some predictions. It helps you to use a replicable process after the dataset. 

Further data can also be applied and performance enhanced. 

  
CONCEPTS OF LEARNING 
 

Training is the method by which skill or intelligence is transformed. As described below, ML can be loosely 

categorized according to the essence of the learning data and the relationship between the learner and the environment 

in the following categories.  

 Supervised learning algorithm  

 Unsupervised learning algorithm  

 Semi-supervised learning algorithm  

 Reinforcement learning algorithm  
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Supervised Learning 
 

It is controlled learning is often used in real-world applications like face and voice recognition, products or movies, and 

sales forecasts. Overseen learning can also be divided into two types: regression and classification.  

 Regression trains, for example, the estimation of real estate prices and forecasts a continuous response. 

 Classification efforts to find an appropriate class mark such as positive / negative feelings, men and women, 

benign and malignant tumors, healthy and uncertain loans, etc. 

 

Training data is provided in supervised training with desired goals or desired outputs and the goal is to find a general 

rule that map outputs. This type of data is known as marked data. The learned rule is then used for the detection of new 

data with uncertain effects. Training under supervision requires the development of a model for machine learning based 

on examples. For example, when we build a system for estimating the cost of an area or a house, we must first build up 

a database, and label it, based on various features such as size, location, and so forth. The algorithm needs to be taught 

what features suit the prices.  

 

On the basis of this knowledge, the algorithm how to measure the real estate price using the input characteristics values. 

Supervised learning involves learning a task from the training data available. An algorithm analyzes the data of the 

training and produces a derived function for mapping new instances.  

 

Several supervised learning algorithms: Logistic Regression, Neural Nets, SVM and Naive Bayes Classifiers. 

Supervised learning examples: Tree of decision, regression, KNN, random forest, logistic regression etc. 

 
1.Unsupervised Learning 
Unsupervised learning is used for identifying differences, outliers such as fraud and faulty products or to group 

consumers who conduct a sales operation in a similar way. It's the opposite of supervised learning.  

Whether data is used to understand, it is the coder or algorithm's duty to identify the structure of the underlying data 

and to discover secret patterns or to decide how the data are to be represented, without a description or labels. It is 

referred as unlabeled data. Unsupervised learning algorithms are powerful tools for data analysis and pattern and trend 

recognition. Most generally, they are used to organize related inputs into logical classes. Unsupervised learning 
algorithms: Kmeans, Random Forests, Hierarchical clustering. 

 
2.Semi-supervised Learning 
It is half-controlled learning when some learning samples are labelled but others are not identified. This uses a large 

number of unmarked training data and a small number of classified test data. Semi-supervised learning occurs in 

situations where the finding of a completely labelled and functional data set is more costly. It often requires qualified 

experts for the identification of certain remote sensing, pictures and many field experiments for the location of fuel, for 

instance, while it is relatively easy to acquire undecided data. 
 
Reinforcement Learning 
The data provided here for learning provides feedback in order for the program to respond to changing situations to 

achieve a certain goal. Based on the feedback, the machine measures its output and reacts accordingly. The most 

common examples are self-driving cars and the algorithm for chess master. 

 

DIFFERENT METHODOLOGIES FOR PYTHON ML PREPROCESSING RESULTS 
 

1. Naïve Bayes Classifier Technique 
Naive Bayes Classifier is a simple technique for classification. Methods involve classification methods. This is not an 

algorithm, but a set of algorithms for the training of such classifiers. A classifier for Bayes creates models for problem 

classification. These classifications are based on the data available.  One important aspect of the Bayes classifier is the 

need to only measure the required parameters for classification by a small quantity of training data. Naive Bayes 

graders can be very effectively trained in a managed learning environment in certain types of models. Although the 

naive Bayes classifiers were super-simplified, they worked effectively in many complicated real-world situations.  
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These have performed well in the detection of spam filters and papers. 
 
2.Clustering 
Clusters are referred to as classes of similar observations. A common unattended task is the finding of clusters in the 

training information.  Clustering can be characterized also as a way of organizing objects in a particular collection into 

groups based on certain similar characteristics.  

 
Applications of Clustering 
    Applications can be found in many areas, such as market research, model recognition, data analysis and                

image processing. Assists marketers in discovering different customer groups and in characterizing their    customer 

groups based on shopping patterns.  

 

 In genetics, plant and animal taxonomies can be created, genes with similar characteristics classified and 

populations can be investigating 

 Support for recognition in the earth observation database of areas of the same land use 

 Helps to identify web documents for discovery of knowledge  

 Software for fraud detection, such as credit card fraud detection 

 Cluster analysis gives an insight into the distribution of data to observing properties of each cluster 
 
3. Reinforcement Learning 
The machine is trained to make certain choices using this algorithm. The algorithm is continuously trained here by 

means of testing and error methods and feedback methods. The computer learns from past experience and attempts to 

gain the best possible knowledge to make correct business decisions.  

 
List of Common ML Algorithms 
The commonly used algorithms for machine learning that can apply to virtually any data problem: 

 Linear Regression  

 Logistic Regression  

 Decision Tree  

 SVM  

 Naive Bayes  

 KNN  

 K-Means  

 Random Forest  

 

II. LITERATURE SURVEY 
 

1. Innovation of E-commerce Fresh Agricultural Products Marketing Based on Big Internet Data Platform [Lan Li1, 

Ying zhang Miao ] E-commerce is suggested as the best method for maximizing performance of this program. In 

the context of the electronic commerce setting, the research is required to carry out the study procedure for the 

electronic commerce patterns in a new model of electronic commerce that provides the way in which the invention 

of the electronic commerce pattern is helpful for us, too, to formulate the electronic trade pattern in an enterprise. 

Experimental results show that the rate of system data acquisition is high and can boost network traffic efficiency 

and protection in real time, through the connections of each module 
2. Quantitative Analysis of the Internal Quality Control and Financing Constraints in Electric Power Enterprises 

based on SEM model [ Daxiang Suo1, Shuibin Jiang2, Ming Qi1, Li Chen3] :  The quantitative research approach 

of internal quality control and funding limitations for electricity companies based on the SEM model proposes. 

Internal control and corporate governance are two important aspects of the modern enterprise system. The structure 

of the internal control system and mechanism of corporate governance is rational and efficient to improve the 

competitiveness of power companies and the necessary precondition for improved electricity industries, especially 

the scientific and effective internal control system, improving the company's core strength and enhancing the 

competitiveness of the company sector. The internal control quality is described in this survey as: integrated 

internal control capacity assessment and operational effectiveness. 
3. Research on the Growth Mechanism of Agricultural Production Enterprises from the Perspective of Resource 

Dynamic Supply [ Yan Xu1, Hong Chen1, Chang Liu2 ]: Agricultural production is experiencing marked change 

in the United States as consumer demands, input costs, food safety issues and environmental consequences move 

rapidly. Multidimensional components and drivers that work in a complex way to influence production 
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sustainability compose agricultural production systems. In a mixed method approach, we combine quantitative and 

qualitative data to create and simulate a system dynamic model that examines the structural relationship between 

these drivers with the economy, climate, and agricultural production society 
4. Product aspect ranking using sentiment analysis and TOPSIS [ Saif A. Ahmad Ali Alrababah1, Keng Hoon Gan2, 

Tien-Ping Tan3]: The rapid expansion of client evaluations on e-commerce sites motivated many scientists to 

explore the issue of recognizing the product aspects listed in online reviews. Many studies in the study are based 

on three main criteria: 1) the drawing up of aspects that have been reported on regularly in online reviews, 2) the 

determination of important aspects that many consumers in their reviews have defined positively and negatively 

and 3) the relation between the product aspect of the domain (e.g. the camera) and other aspects. This paper uses 

sentiment analysis and TOPSIS (Technique for Order Quality by Similarity to Ideal Solution) to propose a new 

product element ranking system in its response to these proposals. The proposed work is divided into two stages: 

the extraction of aspects and the classification of aspects. In the extraction aspect point, sentiment analysis is 

applied to understand the product aspects of customer reviews based on the 3 extraction criteria. In the second 

stage, TOPSIS simultaneously included the product aspects derived from the preceding parameters to generate the 

most representative product aspects. The analytical assessment of the research proposed using four items online 

tests indicates its efficacy in defining representative aspects 
5. Unsupervised Extraction of Popular Product Attributes from E-Commerce Web Sites by Considering Customer 

Reviews [ Lidong Bing, Taklam Wong, Wailam]: An unregulated learning system for removing attributes from 

product description pages was developed at various Web sites for e-commerce. Unlike current extracted 

information approaches that take into account the popularity of product attributes, our proposed system can detect 

popular product features from a collection of customer reviews as well as map popular product features. One of our 

new features is to address a language gap between the product overview page text and the customer feedback site. 

We are theoretically constructing a segregated graphic model based on secret random conditional fields. As an 

unsupervised model, it is easy to apply our system to various new domains and websites without requiring marking 

samples.  
6. A Sentiment Classification Model Based On Multiple Classifiers [ Cagatay Catal1]: Customer reviews have 

become a critical factor in consumer decisions through the extensive use of social networks, forums, and blogs. 

Since the early 2000s, researchers have been focusing on such comments to categorize them automatically as 

polarities, such as positive, negative and neutral. This problem is known as the description of sentiments. The goal 

of this study was to investigate and propose a new classification methodology into the potential advantage of the 

multi-classified system definition for the Turkish sentiment classification. For 3 classifiers, viz. Naive Bayes, the 

SVM and Bagging, voter algorithms were used. SVM parameters were optimized when utilized as an individual 

classifier. Experimental results demonstrated that multiple classifier systems increase the efficiency of individual 

classifiers in Turkish sentiment classifying datasets and that these multiple classifier systems contribute to their 

strength. The method suggested achieved better efficiency as Naive Bayes, the best individual classification for 

these datasets, and Support for Vector Machines. A strong sentiments classification method is offered by multiples 

classifier systems (MCSs), which should be considered when designing MCS-based prediction system for the 

parameter optimization of individual classifier modes. 
7. Extracting Attribute: Value Pairs from Product Specifications on the Web [ Petar Petrovski, Christian Bizer] : The 

author provided the system of derived value pairs from specifications of products on the internet. The author. 

Supervised learning is used to separate or not the HTML table and HTML list into a webpage. We again use 

controlled learning to identify columns as columns of attribute or value column to extract attribute value pairs from 

the HTML-fragments found in the specification detector. We add several new features for specification detection 

compared with DEXTER, the current state-of - the-art method for extracting value paired attributes of product 

specification and support the extraction by pairs of specifications having more than two columns. The developers 

of the report suit a Bing search engine dataset. Developers use historical knowledge in their approach to build 

attributes and to fit schemas. 
8. Aspect extraction in sentiment analysis- comparative analysis and survey [ Toqir A. Rana1, Yu-N Cheah1]: 

Sentiment analytical (SS), due to the expansion of the World Wide Web (WWW), has become one of the most 

important and increasingly common areas of information and text mining. SA deals with the measurement of the 

look, thoughts and emotions of users concealed in the text. Extraction of elements is SA's most critical and 

thoroughly studied process in order to accurately identify sentiments. Such methods were graded according to the 

method adopted. A thorough comparative analysis is carried out among various approaches of aspects extraction, 

despite being a traditional survey, which not only elaborates the performance of any technique but also leads 

readers to compare precision to other state-of - the-art and most recent approaches. 
9. A Feature Terms Extraction Process based on Customer User Recommendation Polarity Analysis [Tomofumi 

Yoshida, Daisuke Kitayama]:  Paper provides a method for the extraction of feature conditions that reflect the 
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feelings over the use of a customer reviews product on websites a recommendation based on content. In view of 

previous research, which indicates that negative and impressive experiences have more effect than positive ones, 

we describe the conditions about factors on which consumers disagree in comments about the advantages and 

disadvantages of sensations relating to product usage. Our methodology consists in extracting sentences from 

consumer review that express opinions and considers each assessed word as a candidate for product features. Using 

each candidate's positive opinion, we extract feature words for the chosen product by looking at a feature score 

based upon a positive evaluation ratio, in order to determine how divided the opinions of the reviewers are. We are 

presenting an experiment to determine the usefulness of function words extracted using our method. 
10. Innovation of E-commerce Fresh Agricultural Products Marketing Based on Big Internet Data Platform [Lan Li1*, 

Ying zhang Miao2]: In practice, agricultural production in our country was a family as a small production unit, the 

rural household often relies not on old prices to choose the project, and decides the size of the production between 

agricultural products. E-commerce is expected to increase efficiency. In the sense of electronic trade, the research 

into an examination of electronic business trends is relevant, as the new electronic trade trend is very important to 

us, because it offers the way for electronic commerce innovation to also be useful in formulating a specific e-

commerce pattern Beginning with this impetus and using the large Internet network, this paper proposes the 

innovative idea of the marketing of electronic commercial fresh agricultural products. 
 

III. EXISTING SYSTEM 
 
We describe a proposed structure with two important components in this existing system. This first aspect is the 

common element extraction function that finds to eliminate textual segments from those in the product description web 

pages. Web pages are considered to be semi-structured text documents with a mixture of standardized content such as 

HTML tags and free phrases that are either ungrammatical or comprise of short sentences. The buying rate of e-

commerce firms is lower. E-commerce company finding is performed on the network with actual benefits compared to 

the buying activity of other firms. The electronic commerce purchasing enterprise is founded in network contact, 

negotiation and order completion contracts and will not be limited to other constraints on completion, transaction costs, 

saving time, and energy by using online banking payment Process to complete the transaction on the network. 

However, the conventional supply is communicating by telephone, fax and so on, and at last both sides need to meet 

and discuss communicating, trading, and this is a slow mechanism rather than rapid contact between businesses and 

electronic commerce firms. The benefits of e-commerce are not only reflected in the remainder of the inventory, they 

can be monitored on a timely basis through the network itself, effectively reducing inventory costs, reducing product 

cost and cost. E-commerce enterprises based on network infrastructure use reflects the regional logistical strengths, 

create a broad and rational logistics system, make it more convenient to transport the product between company and 

upstream providers and downstream customers, directly on corporate performance, speed up corporate capita activities. 

   
IV. PROBLEM DEFINATION 

 

Features and attribute, both feature and attribute refer to a characteristic that characterizes a specific domain object. 

Using "attribute" in the product description to refer to such element and use "popular feature" to refer to the secret 

aspects / concepts of the feedback that have been uncovered. This model generates associations between the attributes 

and the popular features automatically to classify popular attributes. Therefore, it is supposed that every feature 

discovered in the reviews is a popular feature. 

 

Let A= {A1, A2, in a different domain}.   

The characteristics of the products in this field are set include, for instance, "panel," "multi-media," and the netbook 

domain product characteristics.  

 Given a product's web page W  in that domain,  

W may be viewed as a tokens sequence (tok 1,.–tok N (W)), with the tokens number referred to in N(W).  

Tokl, k is also known as a text fragment consisting of successive tokens, from tokl to tokk in W, where 1 tok l — 

working — k— tokk in N (W).  

Let the layout features and contents of the text tokl, k respectively are L(tokl, k) and C(tokl, k). We refer to APOP as 

we are interested in the set of popular product features. Note that APOP is associated with C(R), discovered from a 

selection of customer reviews, common attributes. 

Given a web page W of the company and a collection of customer reviews, we strive to automatically identify all text 

fragments tokl, K in W in order for V(tokl, k)= Aj and Aj APOP, taking into account L(tokl, k) and C(tokl, k) and 

common characteristics C(R). Currently, we have a number of customer reviews.  
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Note: APOP is derived automated in advance from C(R) and is not required to be previously pre-specified. In fact, R 

does not necessarily show the service concerned on page W. 

 

V. OVERVIEW OF THE FRAMEWORK 
 
In this proposed work, two main components are included. The first element is the common extractor attribute feature 

to extract text fragments from the product description Web pages that match the typical attributes. Web pages are 

considered to be a type of semi-structured text document that includes a mixture of structured materials such as HTML 

tags and free text that can be either ungrammatical or short sentences. Given the unique tokens page in W 

(tok1,.,tokN(W)) within the domain, our objective is to classify all tokl, k text fragments such that V (tokl, k)= Aj and 

Aj= tokN(W) where ApoP is known as the APOP. This role can be described as a problem with sequence labelling. We 

are marking each token with two sets of labels, specifically in (tok1, –tokN(W)). The first set includes the "B," "I" and 

"O" labels that signify an attribute's beginning, both inside and outside an attribute. Aj∈ APOP, that is, the form of 

popular features, is the second set of labels. To order to address sequence marking issues CRFs have been introduced as 

the latest model. However, the current standard CRF models are unsatisfactory. First, each token is labelled with two 

types of labels at the same time, whereas standard CRFs only recognize one type of label. The second reason is 

because, by the secret principles developed in customer reviews, the common characteristics are related and unknown 

in advance. 

 

It results in a failure to use supervised instruction in traditional CRFs. We have created a graphic model based on secret 

CRFs to address this problem. The graphical model proposed can use the hidden concepts derived and the clues from 

the features of the layout and text contents. There is also an unregulated learning algorithm to remove the common 

attributes. The second part is designed to extract APOP automatically from a client analysis set (R). This portion 

produces a set of documents derived from R. A popular feature generates the terms "panel," "resolution," "screen," and 

so on while a popular feature produces "camera," "speaker" etc. Our graphical model can extract the text fragments 

associated with common attributes by using such details on words. 

 

VI. SCOPE 
 
1. One of the features of our system is the lack of knowledge about the number of popular product attributes but can 

be gained from a set of customer review definitions, which take into account the customers ' interest.  

2. The capacity to deal with vocabulary differences between Web explanations of texts and customers ' feedback or 

comments are another feature of our system.  
3. Objectives 
 
 To increase the productivity of internet marketing  

 To Extract the Popular Product Attributes from E-Commerce Websites 

 To provide the unsupervised framework for extracting product attributes 

 To extract various features of product from e-commerce side 

 To collect reviews of high quality products from customers 

 To apply algorithm for extracting features of product 

 To do pre-processing and then use classification of dataset 

  
VII. PROPOSED SOLUTION 

2.  
 Algorithms 
A. DOM (Document Objective Model) 
First, analyzing the composition of the DOM to decompose a web page into a token (tok 1, tokN(W)) we perform some 

basic preprocessing analysis. Specifically, the text background for a page is extracted by crossing the pre-order tree. 

Therefore, other layout features, such as fonts on each token, are removed from the DOM tree if the current sentence is 

an entity in the list. 

 

We will cover Document Object Model (DOM) in this article, along with its features and methods for document 

handling. Introduction: The Data Object Model is the HTML and XML data programming interface. It determines the 

documents ' logical structure and the access and handling of a text. 

 

Note: It is called a logical structure since no relation between objects is specified by DOM. 
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DOM offers organized hierarchical representation of the website in order to facilitate gliding through the documents for 

programmers and users. For DOM, tags, IDs, classes, attributes and elements can easily be accessed and manipulated 

using commands or methods supplied by the object text. 

 

 Structure of DOM 
A Tree or Forest (more than a single tree) can be regarded as the DOM. The treelike representation of a text is 

commonly used to define the term structure model. Structural isomorphism is an important aspect of DOM structure 

models: when using two DOM frameworks to create a picture of the same document, precisely the same structure 

model will be formed with the same objects and relationships. 

 

Why called as Object Model? 
Documents are represented by artifacts, and the model does not only contain a database structure but also a behavior of 

a document, which is made up of tags with HTML attributes. 
 
Properties of DOM : Properties of the document object which the document object can access and modify are shown in 

figure  

 
 
 

 

 

 

 

 

 

 

 
 

 

 

  

 

 

 

 

 

 

 

Properties of DOM 

 Windows Object:  Window Object is always in the 

 top of the hierarchy. 

 Document object: When HTML document is loaded 

 into a window, it is turned into an object  

 for documents. 

 Form Object: It is indicated by form tags. 

 Link Objects: It is indicated by link tags. 

 Anchor Objects: It is indicated by a tag. 

 Form Control Elements: form can have 

 various control elements including text fields,  

 arrows, radio and check boxes, etc.  

 
B. Conditional Random Fields (CRFs) 
The product attributes can be extracted from the product overview pages, taking into account the words associated with 

popular features and web page layout details. In order to address the sequence marking issue, CRFs were adopted as the 

state-of - the-art standard. Nonetheless, for several reasons, existing standard CRF models are not adequate to 

accomplish this mission. Second, two kinds of labels label each token at the same time, whereas standard CRFs only 
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recognize one type of label. The second is that the specific attributes in hidden concepts derived from customer reviews 

are connected to an unknown by the second variable. It is therefore difficult to use supervised instruction in structured 

CRFs. We have created a graphic design using secret CRFs to address this problem. 

        
VIII. CONDITIONAL RANDOM FIELDS 

 

Conditional Random Fields is a type of discriminatory model best suited to prediction tasks in which the current 

prediction is influenced by background or neighborhood conditions. In the called entities, parts of language marking, 

genetic analysis, noise reduction and object detection, CRFs consider their application for some names. 

This article will first describe Markov Random Fields, the fundamental mathematical and terminology important to the 

interpretation of the CRF. Then I will present and explain in detail a simple model of random conditions that shows why 

they are ideal for sequential problems of prediction. I will then discuss the issue of optimizing the probability of 

occurrence in the context of the CRF model and related derivatives. Ultimately, I will demonstrate the CRF model by 

placing it for training and inference in the handwriting recognition method. 

 
A. MARKOV RANDOM FIELDS 
A Markov Random Field or Markov Network is a class of undirected graphic models between random versions as shown 

in figure 3. The graph structure determines whether the random variables are dependent or independent. 

Markov Network 
A Markov Network is shown in Graph G = (V, E), the vertices or nodes that define vertices and the nodes that 

collectively indicate the correlations between these factors. 

1. The map can be factorized into various cliques or factors in J, each of which is dominated by the factor ϕⱼ, with a 

random variables Dj in its scope. For all dj potential values,ϕⱼ(dj) should be strictly positive. 
2. All of them should be included with the graph to indicate a subset of random variables as a variable or clique. In 

addition, all nodes in the graph should be equal to all cliques ' scope union. 

3. The unnormalized joint probability of the variables is the addition of all the factor functions that is for the above-

mentioned MRF with V= (A, B, C, D), the joint probability can be defined as: - 

The denominator is an average of the product of the elements over all possible values that can be calculated by random 

variables as a standard factor number. It is possible to write the joint likelihood as a normalized factor product. 

 
B. CONDITIONAL RANDOM FIELD MODEL 
Let us take the Markov Random Field for a while and split it into two different sets of Y and X random variables. The 

Conditional Random Field is a particular Markov Random field where the graph fulfills the property: "If we set the graph 

for X globally, i.e. if random X variables are fixed or given, all random Y variables follow the Markov p (Yu / X, Yv, 

uv) = p (Yu / X, Yx, Yu ~ Yx), where Yu ~ Yx means Yu and Yx are in the graph.The chain-structured graph shown 

below in figure 4 is one of those graphs that satisfies the above property. 

Conditional Random Field Structure 

CRF is, thus, a discriminatory model, i.e. it models P(Y / X) conditions, i.e. X is always performed or observed. Figure 5 

shows it as, 

CRF model conditioned on X 

Because we condition X and try to find the appropriate Yᵢ for every Xᵢ , X and Y are also referred respectively to as 

proofs and label variables. 

The "factor reduced," as shown in variable Y₂ below, can be checked in accordance with the Markov Principle. As 

shown, the conditions for Y₂ depends finally only on its neighboring nodes, given all other variables. 

The conditional variable Y2 satisfying the Markov property depends only on the adjacent variables. 
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CRF THEORY AND LIKELIHOOD OPTIMIZATION 
Let us initially describe the parameters and then construct the joint (and conditional) probabilities equations with the 

Gibbs notation. 

1. Label domain: Suppose that a domain is used for random variables in set Y:{m ϵ ℕ | 1≤m ≤M} i.e. the first M 

natural numbers. 

2. Domain and structure of evidence: Makes the assumption that in set X random variables are valued real vector size F 

i.e∀ Xᵢ ϵ X, Xᵢ ϵ Rˢ. 
3. May the CRF chain length be L i.e. Variable L labels and L proof. 

4. Let βᵢ(Yᵢ, Yⱼ) = Wcc’ if Yᵢ = c, Yⱼ = c’ and j = i+1, 0 otherwise. 

5. Let β’ᵢ(Yᵢ, Xᵢ) = W’c . Xᵢ, if Yᵢ = c and 0 otherwise, where represents the dot product i.e. W’c ϵ Rˢ. 
6. Consider that the total number of parameters is M x M+ M x S, i.e. one parameter (M x M possible label transitions) 

and S parameters for each label (M potential labels) are to be used for each label transformation. Multiplied to the 

observation variable of that mark (a vector of size S).  

7. Let D={(xn, yn) } be the N-example training data for n=1 to N. 

8. Taking into account the above, the energy and probability can be expressed as follows:-Definition of likelihood for 

CRF model, 

 
Broyden–Fletcher–Goldfarb–Shanno (BFGS)  
The optimal condition can be ideal locally. The solution obtained is influenced by the BFGS algorithm starting point. 

We may initialize the algorithm with carefully built starting points to improve the quality of the output. 

In the description of products, we observed that the most popular product value is the noun phrases of "good smell 

reduction" and "quiet and fast clean fan mode" on the web pages. In order to achieve better performance, the 

initialization of features associated with a noun phrases is usefulFor example, if x refers to the observation that the 

underlying token's speech part is a noun, the feature weight μk for gk (v, y|v, x) will be set to a higher value. 

 
BFGS code 
• First code set  
– BFGS: constructor, dfpmin() , lnsrch()  

– MathFunction4: interface with func(), df() [gradient]  

– DemandModelBFGS: Almost same as in Newton  

– DemandModelBFGSTest: Almost same as in Newton  

• Second code set  
– Same BFGS, MathFunction4, DemandModelBFGSTest  

– DemandModelBFGS df() method computes gradient  

Numerically, without analytic expressions for derivatives  

• Both BFGS implementations converge quickly on  

Same logit model coefficients as Newton  

– Code is subtle, especially interaction between dfpmin () and lnsrch (). 

 
Naive Bayes Classifier Technique  
The Naive Bayes Classifier, a basic technique for building classifiers, incorporates classification techniques. It is not an 

algorithm, but a group of algorithms to train these classifiers. A classifier in Bayes constructs models for the 

classification of problem cases. The details are used to render these classifications.  
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An important feature of the naive Bayes classification is that to test the classification parameters, it needs only a small 

amount of training data. Naive Bayes classifiers can be trained very effectively in some types of models in a supervised 

learning environment. 

Given the overly simplistic assumptions, naive Bayes classifiers have been productive in many complicated situations 

in the real world. This worked well in the processing of spam filters and papers. 

 

 

 
Multinomial Naive Bayes Classifier 
The combination of probability distribution of P 

with a fraction of documents per class, 

For class j, word i at a word frequency of f: 

 
In order to avoid underflow, we will use the 

 sum of logs: 

 
 

 
One problem is that if a word appears again,  

the probability that it will appear again will increase. 

To smooth this, we take the frequency log: 

 
We will also apply an Inverse Document Frequency 

(IDF) weight to each word in order to take stop 

Words into account. 
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IX. SYSTEM ARCHITECTURE 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

There are several contributions to this work. First, we have developed an unexperienced approach based upon hidden 

conditional random fields (CRFs) to extract product attributes from the product description pages by considering terms 

related to popular features as a problem with unknown attributes. The first contribution to this is that we are using the 

common attribute extraction as an extraction issue with unknown features. The second goal is to close the language gap 

between the features found in feedback and the features found in the product description. In that context even common 

attributes can be extracted. Thirdly, on a wide range of product description pages obtained from 13 different fields we 

have carried out detailed studies. We also compared some current models that can fairly solve this unregulated common 

extraction problem. The experimental results will demonstrate our framework's efficiency and solidity. 

 

Two major components form this conceptual structure. The first component is the popular extraction attribute, which 

extracts text fragments from the web pages that are popular attributes. Websites are considered to be a type of semi-

structured text documents with a mix of structured contents such as HTML tags and free texts, ungrammatical or 

composed of only short sentences. Firstly, every token is simultaneously branded with two types of labels, whereas 

standard CRFs recognize only one type of label.The second reason for this is that the common attributes are related to 

and unknown in advance by secret principles derived from customer reviews. The second component seeks to extract 

APOP automatically from a customer feedback set. This portion produces a number of documents derived from R. 

 

In addition to the hints of the interface features, the proposed graphic models will manipulate derived secret concepts. 

An unregulated learning algorithm for the removal of common attributes is also created. This graphical model can 

extract fragments of the text relating to the popular attributes by using such information on terms. 
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X. RESULT ANALYSIS 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For analysis on the Amazon E-commerce site we are looking at 7 brands. The common text fragments from 

explanations can be accurately extracted from our hidden CRF model by using the hidden concept information, the 

material information and the layout information of each token.  

 

A further comment is that our approach is much more accurate because our hidden CRF model uses the delicate 

customer reviews, i.e. the derived concepts specified by the customer. While we tested the Multinomial Naive Bayes 

method using derived concepts to recognize the common attributes, the rich features such as layout characteristics 

cannot be implemented. Furthermore, our CRF-hidden model is more robust than the Multinomial Naive Bayes ad hoc 

method, with the sequential labelling on the token set. 
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XI. CONCLUSION 
 

This proposal creates new possibilities for companies to develop e-commerce and not just for countries or regions, but 

also for internationalization, accuracy, computerization, network path. In addition, we are proposing that the 

ecommerce increase would create new opportunities. Financial management research is more attentive and developable 

in the new environment. There is therefore a very significant practical value to explore financial management 

dependent on e-commerce. Electronic commerce can bring together pre-natal agricultural production, production and 

various post-natal links to a solution, agricultural production and information on the markets, not as symmetrical issue 

which enables agricultural producers to promptly understand the information on the market and produce fair 

organization that avoids the price h according to market requirements. The proposed model will address current 

challenges and provide the world with the new marketing scenario for new agricultural products. In this project, we are 

able to learn about the strategic climate, strategic goals, strategic material and method of financial management for 

electronic commerce. 
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