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ABSTRACT: The integration of Artificial Intelligence (AI) into the healthcare domain is revolutionizing patient care, 

addressing challenges such as accessibility and resource limitations. This paper explores a chatbot system designed to 

predict diseases and assist users with healthcare-related queries. By employing Machine Learning (ML) algorithms and 

Natural Language Processing (NLP), the chatbot demonstrates its efficacy in analyzing user symptoms and delivering 

accurate health insights. Among the various models evaluated, the K-Nearest Neighbors (KNN) algorithm exhibited the 

highest performance, making it the cornerstone of the system. 
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I. INTRODUCTION 

 

The global healthcare industry faces numerous challenges, including unequal access to medical resources, rising 

healthcare costs, and a growing demand for timely diagnosis and treatment. Rural areas, in particular, suffer from 

limited access to healthcare facilities, contributing to delayed treatments and higher mortality rates. 

 

To address these issues, AI-powered chatbots provide a viable solution by simulating human-like interactions and 

delivering healthcare assistance. These systems use NLP to analyse user inputs and ML algorithms to predict potential 

diseases based on symptoms. This paper presents a healthcare chatbot designed to bridge the gap in healthcare 

accessibility and improve patient outcomes through innovative technology. 

 

II. LITERATURE SURVEY 

 

Several research initiatives have explored the application of AI chatbots in healthcare: 

• Moshiur Rahman et al. developed a Bengali-language chatbot that uses SVM for disease prediction. 

• P. Srivastava and N. Singh designed a “Medibot” employing Google APIs for voice recognition and SVM for         

classification. 

• Lekha et al. utilized TF-IDF and Cosine Similarity to enhance chatbot interactions, enabling accurate disease 

predictions. 

These studies underline the potential of AI in transforming healthcare, particularly through innovative chatbot 

applications.. 

 

III. METHODOLOGY 

 

The proposed chatbot system leverages NLP and ML to interact with users and predict diseases. Its architecture 

includes data preprocessing, NLP-based analysis, and ML-based classification. 

Framework Components: 

1. User Interface: 

• Accepts text or voice inputs for symptom descriptions. 

• Translates non-English inputs using Google Translate. 

2. Data Preprocessing: 

• Converts raw categorical data into numerical format. 

• Employs techniques like tokenization, stemming, and stop-word removal. 
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3. NLP Techniques: 

• Tokenization splits input text into meaningful units. 

• TF-IDF calculates term importance. 

• Cosine Similarity evaluates semantic relationships. 

4. ML Models: 

• Evaluated algorithms include KNN, SVM, Decision Trees, and MNB. 

• KNN demonstrated superior accuracy and was selected as the primary classifier. 

 

IV. EXPERIMENTS AND RESULTS 

 

The system’s performance was tested on a dataset comprising 4,920 records. Data was split into training (80%) and 

testing (20%) subsets. K-Fold Cross-Validation revealed KNN as the most accurate algorithm. 

• KNN: Accuracy = 98.06%, Precision = 97.35%, F1-Score = 96.68% 

• SVM: Accuracy = 95.22%, Precision = 96.02%, F1-Score = 96.21% 

• Decision Tree: Accuracy = 97.68%, Precision = 97.11%, F1-Score = 97.60% 

• MNB: Accuracy = 95.50%, Precision = 93.20%, F1-Score = 95.95% 

 

These results underscore KNN’s efficacy in healthcare applications due to its non-linear decision-making capabilities. 

 

Graphical Representation: 

 

1. Accuracy Comparison 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      

 

2. Confusion Matrix for KNN: 
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V. CONCLUSION 

 

The chatbot system demonstrates significant potential in improving healthcare accessibility. By integrating NLP and 

ML techniques, the chatbot provides accurate disease predictions and seamless user interactions. The KNN algorithm, 

with its non-linear capabilities, outperformed other models, making it the optimal choice for this application. 

 

VI. FUTURE SCOPE 

 

Future work will focus on: 

1.Enhancing the system’s multilingual support. 

2.Incorporating deep learning models like LSTMs for sequential data analysis. 

3.Expanding the chatbot’s dataset for better training and accuracy. 
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