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ABSTRACT: Automated image generation and customization are advanced through generative AI techniques, 

enabling seamless image creation and inpainting. This system allows users to generate images from text prompts and 

customize existing images with minimal intervention. Text-to-Image generation leverages the Juggernaut SDXL model, 

which processes prompts with ControlNet for enhanced depth and realism, while Image Customization employs 

YOLOworld ESAM for precise segmentation. Customized image regions are inpainted using LaMA and MAT models, 

producing realistic results without manual input. A Streamlit interface ensures accessibility, providing users an intuitive 

way to generate or edit images efficiently. 
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I. INTRODUCTION 

 

Generative AI for image creation and customization offers an advanced, automated solution for generating visuals from 

text prompts and seamlessly editing existing images. Today, professionals and non-experts alike require efficient tools 

for creating and modifying / refining elements to achieve a polished result. Traditional image editing methods, 

however, are often manual-intensive and require substantial expertise, creating a barrier for users who need accessible, 

high-quality solutions. 

 

This system leverages cutting-edge AI techniques to address these limitations, combining text-to-image generation with 

object detection and inpainting to produce professional-grade visuals with minimal manual input. Through a Text-to-

Image module, users can transform simple prompts into realistic images, enriched by model-driven depth control for 

enhanced detail. The Image Customization module allows precise manipulation within images: users can select specific 

objects or regions, apply targeted modifications, or seamlessly remove elements using inpainting techniques that blend 

adjustments imperceptibly into the original image. 

 

Applications for this technology span content creation, digital marketing, and visual design, where high-quality, 

tailored images are essential. By automating complex tasks like segmentation, masking, and inpainting, this system 

provides an intuitive and efficient workflow, making advanced image editing accessible to a broader audience. 

 

The paper is organized as follows: Section II presents the Text-to-Image generation module, detailing the model 

architecture and prompt processing pipeline. Section III covers the Image Customization module, focusing on object 

segmentation, masking, and inpainting techniques. Section IV presents experimental results that demonstrate the 

system’s capabilities across various use cases. Finally, Section V discusses conclusions and potential avenues for future 

enhancement. 
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II. RELATED WORK 

 

The field of text-to-image generation has been significantly advanced by models like DALL·E [1], which introduced 

the concept of generating images from text descriptions using transformers, and Stable Diffusion [2], which refined this 

process through a diffusion-based approach. These models are powerful but can struggle with customization. Our 

project leverages Stable Diffusion combined with LoRA for deeper customization, enabling more precise control over 

image outputs, tailored to specific user prompts, and producing more personalized results. Additionally, the integration 

of LoRA allows for model fine-tuning, enhancing flexibility in image generation, particularly in creating images that 

align with detailed user requirements. In the domain of image inpainting and object removal, approaches like Criminisi 

et al.'s Exemplar-Based method [4] and recent LaMA and MAT (Masked Attention Transformers) [5] have 

revolutionized the process by improving the coherence of inpainted regions. Our approach builds upon these by using 

LaMA, MAT, and Differential Diffusion, ensuring that large-scale inpainting tasks result in smoother, more natural-

looking edits. When combined with YOLOworld and ESAM for segmentation, the system achieves more accurate 

object detection and modification, making it ideal for complex image editing tasks. Additionally, our use of ControlNet 

with Depth-Midas allows for more precise object positioning, ensuring realistic composition within generated images, 

something not always fully addressed in previous work. 

 

III. METHODOLOGY 

 

The Text-to-Image Generation method follows a series of steps that ensure high-quality image creation from a text 

prompt. Initially, the Juggernaut SDXL model is loaded into the system. The input text prompt is then passed through 

the SDXL Prompt Enhancer to refine and optimize the text. Next, the LoRA loader is applied to adapt the model, 

ensuring that it can generate images based on the specific prompt. The prompt is passed to the model pipeline, which 

processes the text with KSampler. If an image is provided, it is passed through ControlNet T2I-Adapter XL (depth-

midas) for depth-based control, ensuring accurate positioning and spatial relationships between objects in the image. 

The prompt, latent space, and image data are all processed together, and the resulting latent image is decoded into a 

high-quality visual output, which is then displayed to the user. For Image Customization, the process begins when the 

user uploads an image for modification. This image is passed through the YOLOworld ESAM system, which utilizes 

the yolo_world_model and esam_model (CUDA) for accurate object detection and segmentation. The system generates 

a mask around the detected objects, which is then expanded by 8 pixels to ensure the region of interest is fully covered 

for inpainting. This mask is passed to the Juggernaut SDXL model, where it undergoes several stages of processing. 

First, Differential Diffusion is applied, followed by LoRA adaptation to adjust the model’s output. Next, LaMA and 

MAT are used for inpainting, replacing the masked regions with contextually appropriate content. The inpainted image 

is then passed through VAE Encoding and Inpaint Conditioning, with the final adjustments made using Fooocus 

Inpaint and KSampler. The output is then decoded, and the final inpainted image is displayed as a preview for the user. 

 

In both modules, the process is designed to be fully automated, minimizing the need for manual intervention. The 

Streamlit interface allows users to easily interact with the system by inputting prompts or uploading images, while the 

underlying models and algorithms handle the complexity of image generation and modification seamlessly. 

 

IV. EXPERIMENTAL RESULTS 

 

Figures shows the results of text detection from an image and inpainting by using exemplar based Inpainting algorithm.  

Figs:  

 

(a) shows the user interface of the project, which offers three key features: Project Explanation, Text-to-Image, and 

Image Customization. These options allow users to understand the project, generate images from text, and perform 

advanced customizations on existing images. 

(b) shows the user interface of txt to image output, displaying the image generated based on the input text prompt in the 

Text-to-Image Generation feature. 
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(c) shows the user interface for the Image Customization output. Below the uploaded image, there are two key 

options: Browse and Replace. The Browse option allows users to select specific elements within the image for 

removal or replacement, while the Replace option enables them to substitute the selected element with a user-specified 

item or detail. 

(d) shows the user interface for an image customization feature, showing both the original image and the resulting 

output image below after customization. 

 

V. CONCLUSION 

 

The developed system successfully automates the process of Text-to-Image Generation and Image Customization, 

enabling high-quality image creation and modification with minimal user input. It efficiently generates images from 

text prompts and performs seamless inpainting and object modification, accurately detecting objects and ensuring 

realistic content generation. Extensive testing has shown that the system provides a user-friendly interface for users to 

effortlessly interact with, transforming traditional image editing tasks into streamlined workflows. This innovation not 

only enhances accessibility but also empowers users to achieve professional-grade results with ease. 
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