
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Volume 13, Issue 9, September 2024 

 

 

Impact Factor: 8.524 
 



                          
|www.ijirset.com |A Monthly, Peer Reviewed & Referred Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710|  

                                               Volume 13, Issue 9, September 2024 

                                                |DOI: 10.15680/IJIRSET.2024.1309002| 

IJIRSET©2024                                      |     An ISO 9001:2008 Certified Journal   |                                        15909 

Artificial Intelligence Ethics: Investigating Ethical Frameworks, 

Bias Mitigation, and Transparency in AI Systems to Ensure 

Responsible Deployment and Use of AI Technologies 
 

Archana Todupunuri 

Fidelity Information Services, USA  

 

ABSTRACT: Advancements and usefulness of artificial intelligence (AI) have been transforming the ways in which 

companies reach decision making and ethical adherence in competitive market. This study has focused on secondary 

data collection and thematic analysis for developing understanding about the mitigation of bias and transparency in the 

use of AI technologies. This study has been responsible for stating about different methods that has been used for 

gaining proper outcomes. Apart from that, preparation of thematic analysis has been effective to reach the research 

objectives effectively. Finally, this study has also established strategic recommendations through which organisation 

scan imply proper ethical principles for better utilisation of AI technology. 
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I.INTRODUCTION 

 

Background 

 

 
 

Figure 1: “Ethical Policies for AI” in organisations 

 

“Artificial Intelligence (AI)” is responsible for making remarkable development as well as rapid changes within 

businesses operations for the last few decades. Different AI technologies that organisations are using for the welfare of 

their businesses are natural language processing, and “Machine Language (ML)” [1]. In this respect AI ethics is also 

considered to be one of main concerns for organisations in order to maintain depletion of AI technologies. In figure 1, it 

can be noticed that “89% of respondents” from the manufacturing industry agreed that proper ethical policies in AI 

usability are used in organisations [18]. On the other hand, AI measurements and development is accountable for 

helping organisations in building awareness, managing risks, improving individual’s well-being and provide actionable 

insights [2]. Finally, in this respect, principles and ethical guidelines regarding “use of AI technologies” by 

organisations is considered as profitable aspect in overcoming ethical issues related to “use and deployment” of AI 

technologies.   

 

Problem statement   

Main ethical challenges that organisations face in using AI technologies and are being highlighted in this study are 

security issues and privacy leakage.   
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Aim  

Main aim of this study is to focus on an ethical framework that organisations can use for maintaining artificial 

intelligence ethics, transparency and bias mitigation for ensuring usability and deployment of AI technologies.   

 

Objectives   

 To comprehend concepts of artificial intelligence ethics and AI systems   

 To analyse factors influencing organisations in maintaining artificial intelligence’s “ethical framework, 

transparency   and bias mitigation” thorough using AI technologies for using and deploying it  

 To evaluate impact of using AI technologies and maintaining AI related “ethical framework, transparency and bias 

mitigation” for ensuring its usability and deployment   

 To identify challenges that organisations face while supporting artificial intelligence’s “ethical framework, 

transparency and bias mitigation” in order to use and deploy AI technologies   

 To provide appropriate recommendations to organisations regarding using AI technology’s “ethical framework, 

transparency and bias mitigation” ethically for better deployment and usability 

 

Questions   

1. What are concepts of artificial intelligence ethics and AI systems?  

2. What are factors influencing organisations in maintaining artificial intelligence’s “ethical framework, transparency 

and bias mitigation” through using AI technologies for using and deploying it?  

3. What are impact of using AI technologies and maintaining AI related “ethical framework, transparency and bias 

mitigation” for ensuring its usability and deployment?  

4. What are the challenges that organisations face while supporting artificial intelligence’s “ethical framework, 

transparency and bias mitigation” in order to use and deploy AI technologies?  

5. What are appropriate recommendations to organisations regarding using AI technology’s “ethical framework, 

transparency and bias mitigation” ethically for better deployment and usability? 

 

II. LITTERATURE REVIEW 

 

A. Concept of ethics in artificial intelligence (AI) systems 

 

 
 

Fig. 2. Ethics in AI 

 

AI ethics can be defined as the set of guidelines and practices that need to be incorporated at the time of responsible use 

of AI technology. A storing mode of ethics in AI systems can include the activities of avoiding bias, management of 

privacy of the users along with mitigation of the environmental risks [3]. In context with this, the approaches which can 

reshape the maintenance of ethics in AI system applications involve “government-led regulatory frameworks” and 

“codes of ethics in companies”. These approaches have become beneficial for the maintenance of responsible 

regulation of AI in the companies, covering all the national and international issues associated with the use of AI 

systems. On the other hand, the ethics in AI systems has become beneficial as this technology is aimed as augmenting 

or replacing human intelligence and lack of ethics can lead to biased results [4]. Therefore, the development of the AI 

system with biased or inaccurate data can create serious consequences for the individuals or the groups.  
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B. Ethical challenges in the use of AI system 

 

 
 

Fig. 3. Ethical challenges in the use of AI system 

 

The operational parameters of decision-making algorithms of the AI system have identified a number of ethical 

challenges including bias, discrimination and lack of privacy or transparency. The AI system is dependent on making 

decisions based on the provided data and the decisions of AI can result in selection bias in the case of inaccurate data 

and biased sampling [5]. Accordingly, the biased result produced by AI systems can contribute to discrimination within 

the companies that depended on AI based decision making. The biased nature of decision making related to the AI 

systems has a major challenge for companies which further might create the issue of legal risk for companies due to 

increasing discrimination.  Conversely, lack of transparency and privacy is another significant ethical challenge in AI 

systems which make it difficult for the users to understand the decision making process of the technology [6]. The lack 

of visibility to the users at the time of using AI leads to accelerating the issue of transparency. As a result, the 

transparency issue creates concern regarding trust to the information provided by AI at the time of using the 

technology.  

 

C. Strategies for responsible use and deployment of AI technologies 

 

 
 

Fig. 4. Responsible use of AI technologies 

 

AI and machine learning (ML) have played crucial roles in transforming the aspect of lives along with revolutionising 

the industries. The implementation of the algorithms for the detection and mitigation of bias can be beneficial for 

reducing bias in the use of AI technologies [7]. In this context, the techniques and algorithms that help in AI bias 

mitigation includes adversarial training, bias audits along with the rectification of bias in the models. However, the 

maintenance of transparency and privacy in the use of AI technologies can include activities like the allocation of 

quality data [8]. Companies needs to be more focused on ethical sourcing of the information along with regular analysis 

of the data to ensure that transparency management was considered adequately.  Therefore, the activities of data quality 

assurance and the selection of unbiased information are directly associated with maintaining transparency at the time of 

using AI technologies.   
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D. Theoretical underpinning Technology acceptance model 

 

 
 

Fig. 5. “Technology acceptance model (TAM)” 

 

“Technology acceptance model (TAM)” states that the perceived usefulness and perceived ease of use of technology 

leads to decisions about the acceptance of advanced technology. The principles of TAM reflect that the behavioural 

intention of individuals can play a significant role in generating understanding on the adoption of technology [9]. 

Accordingly, the application of this model can be beneficial in understanding the attitude and behaviours of the 

individuals about the benefits and challenges of advanced technologies like AI.  However, the ethical issues associated 

with the use of advanced technologies like AI has resulted in creating negative attitudes and behaviour among the 

individuals.  Therefore, the integration of the TAM is beneficial in the development of the understanding about the 

contribution of technology like AI in human life along with the behaviour of the individuals in adopting the technology.    

 

E. Literature gap 

Previous literature has mentioned about the ethical challenges of AI including bias and the aspect of transparency. 

However, the other ethical issues associated with the use of AI like autonomy, informational privacy are not covered in 

the existing studies. Existing literature has not critically discussed the strategy that are utilised by the organisations for 

ensuring responsible use of AI technologies with the integration of real life examples.  Therefore, this study has 

focused on mitigating the gap in previous studies by covering diverse areas of ethical issues with the use of AI along 

with the strategies to respond to the issues.   

 

III. METHODS 

 

Research Onion 

 

 
 

Figure 6: Research Onion 

 

Research onion was applied to gain precise ideas regarding different stages of research methodology in research work 

which include "philosophy strategy data analysis approach and data collection" [10].  
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Research philosophy   

Research philosophy is divided into three parts which are “pragmatism interpretivism and positivism research 

philosophy". Selected research philosophy for this study is “interpretivism research philosophy" due to its 

advantageous characteristics of helping in gaining better insights about artificial intelligence insights.  

 

Research approach   
Three types of research approaches are "inductive adductive and deductive research approaches". “Inductive research 

approach” was chosen for the study as it helped in collecting data regarding artificial intelligence’s “ethical framework, 

transparency and bias mitigation”.   

 

Research strategies  
Different variants of "research strategies" are "action research strategy grounded theory case study experiment and 

survey". In this study incorporation of “archival strategy” was done which included qualitative study in order to collect 

information about ethical behaviour of employees working in organisations that implement AI technology for 

betterment of business operation.   

 

Data collection method   
Data collection process is considered as one of the most necessary requirements in order to perform research work 

accordingly and gain clear understanding regarding concerned research topic. Two fundamental forms of data 

collection methods are "primary and secondary “data collection methods [11]. Moreover, this study has utilised the 

“secondary data collection method" to ensure a seamless and structured collection of data related to ethical application 

of AI technology in organisations. Information about artificial intelligence ethics were collected from different 

secondary databases which were “Research gate, IEEE, and Google consideration of a secondary method for collecting 

data was done in order to gain valuable secondary data regarding deployment of AI technology in an ethical manner in 

order to me ticket its ethical issues and maintain transparency accordingly.   

 

Search strategy  

One of the main requirements in secondary research is proper way of searching "pertinent information" as it helps in 

executive research work in a proper manner. In the study different keywords that were used include “artificial 

intelligence, AI technologies, ethical framework in AI and transparency within AI system". Finally, for conducting this 

research successfully key phrases were also used which include "deployment of AI technologies, ethical framework for 

deploying AI technology, and bias mitigation within AI systems to using ethical frameworks".  

 

Inclusion and exclusion criteria   
"Inclusion and exclusion" criteria within research work is an interconnected research strategy that further helps in 

assessing necessary information about artificial intelligence ethics in order to facilitate creation of “authentic research 

results". Secondary general and articles that were published on and from 2020 considered and once that only provided 

abstract sections were excluded.  

 

Data analysis  
"Thematic and statistics" are two forms of data analysis methods used for research work. “Qualitative thematic 

analysis” was considered for this study in order to develop themes to emphasise on research objectives which assisted 

in gathering necessary and relevant information regarding artificial intelligence that are maintained by organisations.  

Finally, thematic data analysis was chosen for the study as it helped in gaining huge information about artificial ethics 

in regard to ethical framework bias mitigation as well as transparency maintenance in respect to AI technology 

deployment in organisation.  

 

Ethical consideration   

“Reliability and validity” of research work is interconnected with ethical consideration of study as it assists in acquiring 

proper research results. Guidance for collecting data from secondary sources was gained through the following 

“Copyright, Designs, and Patents Act 1988 (c.48)”.  
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IV. DATA ANALYSIS 

 

Theme 1: Organisations prefer using emerging technologies such as AI as data-driven learning systems for maintaining 

transparency and mitigating bias.  

Use of AI within business operations is highly praised by organisations in order to have zero human supervision or 

involvement in decision-making processes. Application of AI within is expected to be helping organisations in different 

ways such as taking data-driven decisions for welfare of businesses [12].  Through including AI within decision 

making system organisations are available to make a positive impact on human life which include healthcare along with 

maintaining transparency as well as mitigating bias. On the other hand, organisations in the agriculture sector also use 

AI in their business activities for using information as well as communication technology effectively [13]. Precision 

agriculture which is known to be a management strategy is accountable for using artificial intelligence and mission 

learning simultaneously increasing cost, climate variation and soil degradation.   

 

Theme 2: Organisations are using AI that is designed through using human-centred approach along with explain ability 

through maintaining ethical principles   

In recent times, “Human-centred AI (HCAI)” is in high demand as organisations are using it for improving their 

decision-making process which includes betterment of multi-stakeholder engagement. Use of “Human-centred AI 

(HCAI)” helps employees of organisations in reframing technology-centric and traditional approaches used in their 

supply chain [14].  On the other hand, HCAI is known to be an “emerging discipline” for caretaking AI systems that 

organisations use in order to augment and amplify in place of displacing human abilities in business operations [14].  

Implementation of HCAI also further assists organisations in preserving human control for providing beneficial 

outcomes by AI along with maintaining ethical principles. Therefore, through using HCAI, it is possible for firms to 

use both AI systems and humans simultaneously rather than replacing humans with AI systems.   

 

Theme 3: Positive impact of ethical framework of AI in healthcare is indulgence of “Deep Learning (DL) and Machine 

Learning (ML)”  

Applying an ethical framework has become an effective and necessary application in healthcare which can be 

facilitated by utilising AI while providing better health care services to the public. Through an ethical framework in 

regard to AI technology implementation, it has become easier for organisations of different sectors of healthcare to use 

AI in different domains which include governance and transportation [17]. On the other hand, through fastening open 

dialogues within stakeholder’s organisations are able to help them in creating dynamic ethical framework which would 

further assist in adopting AI applications. Proper use of ethical framework regarding AI technology usability and 

deployment is also expected to be allowing different stakeholders such as employees in promoting AI development 

[17]. Finally, AI technology usability and deployment is also expected to be for improving their performances.  

 

Theme 4: Different challenges that organisations face while using AI in their businesses are vague principles, “lack of 

ethical knowledge” and poor technical understanding 

Organisations face difficulties in following ethical principles and guidelines that need to be followed for proper 

maintenance of AI systems due to different causes. Lack of technical understanding, ethical knowledge as well as 

vague principles are considered to be some of main reasons behind poor use of AI systems [16]. Contrastingly, due to 

lack of training it becomes difficult for employees to have proper understanding about ethical challenges they might 

face while using AI technology in their performances within what place. Therefore, it is the responsibility of the 

organisation to pay attention towards challenges that employees are facing due to inappropriate ethical practices in 

regard to AI technology implementation.   

 

Theme 5: Companies, organisations and governments are responsible for releasing ethical principles that can be used 

for tackling “Responsible Artificial Intelligence (RAI)”   

Use of RAI in companies can posit both positive and negative consequences to the services or facilities expected by the 

marketplace. For example, unless RAI is deployed appropriately through adhering to all ethical standards, it becomes 

difficult for organisations to apply it in business as a positive aspect. Algorithm level solutions are designed by 

organisations and government as AI ethic principles which mainly focuses on fairness and privacy for mitigating 

respective challenges [15]. Therefore, through developing algorithm level solutions it becomes easier for organisations 

using RAI to maintain privacy as well as in their business operation in collaboration with using AI.   
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V. DISCUSSION 

 

AI technologies are potentially making changes in different aspects of business operations which include the decision 

making process. This study explored that inclusion of AI in business has been a beneficial integration in organisations 

which helps to remove human interference that is viewed as be one of the main reasons that lead to ethical challenges. 

Existence of ethical challenges in AI technology usability occurs due to presence of differences within law makers and 

practitioners in organisations [16]. In addition to this, magnitude of aspects combined with AI technology helps to 

simplify complexity in bias management that leads to argue more systematic approach [20]. On the other hand, it is 

difficult for organisations to mitigate ethical challenges without support of government. Moreover, majority of 

governmental bodies and organisations have incorporated AI technology in business process for endorsing ethical 

principle into firm performance optimisation [21]. In this context both organisations and government are found to be 

responsible for creating ethical principles for proper use of AI technology and in order to mitigate ethical related 

challenges appropriately.   

 

VI. CONTRIBUTION AND LIMITATION 

 

Business natural language processing becomes easier for organisations by the application of AI. In addition, the 

decision making capacity of an organisation increased by the application of AI. competitive advantages of an 

organisation get improved by the application of AI through better application of AI. employees failed to access AI due 

to lack of training of employees. Company failed to make proper utilisation of AI due to poor investment over 

employees training. Hence, it can be concluded that organisational performances get improved by the use of AI through 

maintaining privacy at the workplace, chances of threats of competitors get reduced by the use of AI.  

 

This study has experienced main limitation of choosing a new type of context such as “ethical framework that 

organisations can use for maintaining artificial intelligence ethics for ensuring usability and deployment of AI 

technologies”. Application of secondary data collection method has created barriers for researchers increasing clarity in 

the study due to lack of financial support. Avoidance of use of primary data collection method has reduced scope of this 

study in terms of not including responses of participants related to this topic.  On the other hand, time limitation has 

created barriers for the choosing of secondary articles. Unique topic has created a barrier for researchers in choosing 

accurate journal articles for this study.   

 

VII. CONCLUSION AND RECOMMENDATION 

 

In conclusion, it can be stated that ethical standard management provides positive contribution to the companies which 

apply the AI systems in decision making. It has been found that AI has helped in revolutionising industries all across 

the globe by transforming the way of decision making in place of human intelligence. The ethical issues associated with 

the use of advanced technologies like AI are identified in this study which includes bias, lack of transparency and 

privacy. This article provides a comprehensive overview of AI ethics with analysing and summarising ethical risks as 

per the demands of the research objectives.   

 

The improvement in the quality of data provided to the AI system can be recommended for mitigating the ethical issues 

like biased decisions making. Code of ethics creation at the time of designing AI systems is one of the first major steps 

for maintaining ethical practices in AI technologies [19]. Accordingly, the development of code of practices can be 

recommended which can be followed by an AI system at the time of maintaining its performance. Therefore, the 

strategies like the improvement in quality data, responsible deployment along with the creation of code of ethics are 

significant aspects for mitigating bias and transparency sites in the use of AI technologies. 
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