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ABSTRACT: Leukemia is a severe form of blood cancer that requires early detection for effective treatment. 

Traditional diagnostic methods depend on microscopic analysis, which can be time-intensive and subjective. This study 

introduces an automated approach utilizing Convolutional Neural Networks (CNNs) to classify leukemia cells. Using 

the Leukemia Classification dataset from Kaggle, containing 10,000 images of cancerous and non-cancerous cells, our 

model was trained to enhance diagnostic accuracy. The CNN model demonstrated promising results, offering a reliable 

and efficient method for early leukemia detection. 
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I.  INTRODUCTION 

    

Leukemia is a group of blood cancers that affect the bone marrow and the production of blood cells. It is classified into 

four major types: Acute Lymphoblastic Leukemia (ALL), Acute Myeloid Leukemia (AML), Chronic Lymphocytic 

Leukemia (CLL), and Chronic Myeloid Leukemia (CML). While ALL is more common in children, AML, CLL, and 

CML predominantly affect adults. Early and accurate diagnosis is crucial for effective treatment, as delayed detection 

can lead to severe complications and reduced survival rates. 

 

Traditional diagnostic methods, such as bone marrow biopsy and microscopic analysis of blood smears, require expert 

interpretation, making them time-consuming and prone to variability. These methods often rely on manual observation, 

which can introduce human errors and inconsistencies. With advancements in artificial intelligence (AI) and deep 

learning, automated approaches have emerged as efficient solutions to enhance leukemia detection accuracy and speed. 

 

Despite medical advancements, leukemia diagnosis remains heavily dependent on skilled professionals, leading to 

delays, high costs, and possible human errors. Existing methods require extensive manual analysis, making early 

detection challenging in resource-limited settings. There is a need for a fast, automated, and highly accurate AI-driven 

system that can classify different types of leukemia cells with minimal human intervention, improving early diagnosis 

and patient outcomes. 

 

   Recent advancements in artificial intelligence (AI) and deep learning have introduced automated solutions for 

medical image analysis. Convolutional Neural Networks (CNNs), a type of deep learning model, have demonstrated 

exceptional performance in image classification tasks, making them well-suited for detecting leukemia from 

microscopic blood images. Despite their potential, many existing deep learning models for leukemia detection have 

been trained on small datasets, limiting their generalization ability when applied to real-world clinical settings. 

 

  The motivation behind this study is to develop an optimized CNN model capable of accurately classifying leukemia 

cells using a well-structured dataset. By leveraging a dataset of 10,000 images, this research aims to improve 

classification accuracy, reduce reliance on manual examination, and contribute to AI-driven advancements in medical 

diagnostics. The findings of this study have the potential to support healthcare professionals by providing a reliable and 

efficient tool for early leukemia detection, ultimately aiding in timely and effective treatment decisions. 
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II. LITERATURE SURVEY 

 

This section reviews and discusses multiple earlier research works on leukemia detection using machine learning and 

deep learning techniques. The main focus is to analyze the advantages and limitations of existing approaches in medical 

image classification. 

 

Smith et al. [6](2020) developed a machine learning-based leukemia classification system using Support Vector 

Machines (SVM)[1] and Random Forest classifiers. Their model relied on handcrafted feature extraction techniques, 

including color, texture, and shape features from blood smear images. While the model achieved an accuracy of 85%, 

its performance was limited by the need for extensive feature engineering and manual intervention. 

 

Brown & Patel [7](2021) introduced a deep learning-based approach using ResNet-50 for leukemia detection. The 

study demonstrated that transfer learning significantly improved classification accuracy, achieving 92% accuracy on a 

small dataset. However, pre-trained models like ResNet-50 require high computational power and perform best with 

large datasets, limiting their real-world usability in low-resource clinical settings. 

 

Lee et al. [8](2022) explored the effectiveness of VGG-16 and EfficientNet in leukemia detection. Their findings 

showed that EfficientNet outperformed VGG-16, achieving 94% accuracy with optimized parameter tuning. However, 

both models suffered from overfitting issues when trained on small datasets, requiring extensive data augmentation for 

improved generalization. 

 

Our Contribution: While previous studies focused on pre-trained deep learning models, they often required large-scale 

datasets and computational resources. In contrast, this study introduces a custom CNN model optimized for leukemia 

detection using a dataset of 10,000 images. Our model balances accuracy and computational efficiency, making it a 

practical solution for real-time leukemia diagnosis. 

 

Emphasize that  CNN model is designed to be lightweight, efficient, and trained on a moderate dataset (10,000 images) 

while still achieving high accuracy. 

 

III. PROBLEM STATEMENT 

 

Leukemia diagnosis traditionally relies on microscopic examination of blood and bone marrow samples by medical 

experts. This process is slow, subjective, and requires specialized professionals, making it inaccessible in many regions. 

Additionally, manual diagnosis is prone to human error, leading to inconsistencies in results. While AI-based 

approaches have been introduced, many existing models struggle with limited training data and poor generalization to 

diverse clinical cases. There is a need for a more robust and efficient automated system to improve accuracy, speed, 

and accessibility in leukemia detection. 

 

IV. PROPOSED STATEMENT 

 

This research proposes a Convolutional Neural Network (CNN)-based[2] approach for leukemia detection using 

microscopic blood cell images. Unlike traditional diagnostic methods that rely on manual examination, our deep 

learning model automates the classification process, reducing dependency on human expertise and improving 

diagnostic accuracy.The proposed model is trained on a dataset of 10,000 images and utilizes data augmentation 

techniques to improve generalization. Compared to conventional machine learning approaches, which require extensive 

feature extraction, our CNN model automatically learns hierarchical features from images. Additionally, the model is 

optimized for high accuracy and robustness using techniques such as batch normalization, dropout regularization, and 

adaptive learning rates. 

This approach aims to provide a fast, reliable, and scalable solution for leukemia diagnosis, potentially assisting 

medical professionals in early detection and treatment planning. 
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V. METHODOLOGY 

 

This section describes the dataset, preprocessing techniques, model architecture, training process, and evaluation 

metrics used in this study. 

 

5.1 DATASET 

The dataset used in this study was obtained from Kaggle's Leukemia Classification dataset, which contains 10,000 

labeled microscopic images of blood cells. [9]To facilitate model training, the dataset was restructured into two main 

folders: 

• ALL (Acute Lymphoblastic Leukemia) → Contains images of cancerous cells 

• HEM (Hemocytes) → Contains images of non-cancerous cells 

 

This restructuring ensures clear separation between leukemia-positive and healthy samples, making it easier to 

preprocess and train the deep learning model effectively. 

    

Leukemia 

 
Fig1 : cancerous cell 

 

non-leukemia 

 

 
 

Fig2: non- cancerous cell 

 

 

5.2 DATA PREPROCESSING 

To improve model performance, the following  preprocessing techniques were applied: 

• Image Resizing: All images were resized to a fixed dimension to maintain consistency. 

• Normalization: Pixel values were scaled between 0 and 1 to enhance model convergence. 

• Data Augmentation: Techniques such as rotation, flipping, contrast adjustments, and zooming were applied to 

artificially expand the dataset and reduce overfitting. 

 

http://www.ijirset.com/


 

 |www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                                 Volume 14, Issue 4, April 2025 

                                               |DOI: 10.15680/IJIRSET.2025.1404163| 

 

IJIRSET©2025                                       |     An ISO 9001:2008 Certified Journal   |                                         6817 

 
Fig 3: after implementing the data processing 

 

5.3 MODEL ARCHITECTURE 

     Convolutional Neural Network (CNN) is utilized for leukemia cell classification. CNNs are well-suited for medical 

image analysis due to their ability to learn spatial hierarchies of features automatically. The proposed model is designed 

to classify blood cell images into cancerous and non-cancerous categories by extracting deep-level patterns from the 

dataset. 

 

5.3.1 Model Design 

The architecture of the CNN model consists of multiple layers, each performing a specific function to improve 

classification accuracy. 

 

• Input Layer: Accepts preprocessed microscopic images of blood cells. 

• Convolutional Layers: Extract important spatial features using a set of filters. 

• Activation Function (ReLU): Introduces non-linearity to enhance feature extraction. 

• Pooling Layers (MaxPooling): Reduces spatial dimensions to retain key information while decreasing 

computational complexity. 

• Dropout Layers: Helps in preventing overfitting by randomly deactivating neurons during training. 

• Fully Connected (Dense) Layers: Integrates features to make final predictions. 

• Output Layer (Softmax/Sigmoid): Generates probability values for binary classification (cancerous vs. non-

cancerous). 

 
 

Fig 4: CNN Model 
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5.3.2 Visualization of Model Performance 

5.3.2.1 Training and Validation Performance 

To analyze the effectiveness of the CNN model, we plotted the training and validation accuracy and loss across epochs. 

These graphs help in understanding whether the model is overfitting, underfitting, or generalizing well to unseen data. 

We used Matplotlib to generate the performance graphs: 

• Accuracy Curve: Shows the training and validation accuracy trends over epochs. 

• Loss Curve: Displays the training and validation loss trends over epochs. 

 
 

                                   Fig 5: Accuracy VS epochs                                 Fig 6: Loss VS Epochs 

 

5.3.3 Classification Report 

We computed precision, recall, and F1-score for each class to evaluate model performance. 

• Precision: Measures how many of the predicted positive cases were actually positive. 

• Recall: Measures how many of the actual positive cases were correctly predicted. 

• F1-Score: The harmonic mean of precision and recall. 

    

 
 

Fig 7: confusion matrix 
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VI. RESULT AND DISCUSSION 

 

6.1 MODEL PERFORMANCE EVALUATION 

• The proposed CNN model was trained and evaluated on the leukemia dataset. 

• The performance was assessed using accuracy, precision, recall, and F1-score. 

• Classification Report: 

 

 
 

• The leukemia detection model was successfully implemented using a CNN architecture. Upon testing with real 

blood smear images, the model achieved high accuracy in distinguishing between leukemic and non-leukemic 

cells.  

 

• In one of the test cases, the system predicted the uploaded cell image as "Non-Leukemic" . The real-time 

prediction was displayed through the web application, allowing users to easily interpret the results.  

 

• These findings confirm that the deep learning-based approach enhances diagnostic accuracy and reduces reliance 

on manual detection methods. 

 

6.2 DISCUSSION 

• The model achieved high accuracy, showing its effectiveness in leukemia detection. 

 

• The validation performance is close to the training accuracy, indicating minimal overfitting. 

 

• The CNN model outperforms traditional machine learning methods by learning hierarchical image features. 

 

• Limitations:  

o The model's performance is dependent on dataset quality and size.  

o Although advanced CNN architectures like VGG-16 and ResNet have been explored, the current model was 

chosen for its efficiency on the available dataset. 

 

VII. CONCLUSION AND FUTURE WORK 

 

In this study, a CNN-based model was developed for leukemia detection using microscopic blood cell images. The 

proposed model effectively classifies cancerous and non-cancerous cells, demonstrating high accuracy and reliability. 

Compared to traditional diagnostic methods, this AI-driven approach provides faster and more objective results, 

reducing the dependency on manual interpretation. The results indicate that deep learning can significantly improve 

early leukemia detection, assisting medical professionals in diagnosis. 

 

7.1 FUTURE WORK 

Although the current model performs well, there are areas for improvement: 

• Dataset Expansion: Incorporating a larger and more diverse dataset can enhance the model’s generalization ability. 
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• Real-time Deployment: Integrating the model into a web-based or mobile application can make leukemia detection 

more accessible. 

• Explainability & Interpretability: Implementing techniques such as Grad-CAM or SHAP can provide insights into 

model predictions, increasing trust in AI-assisted diagnostics. 
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