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ABSTRACT: Due to the health emergency situation, which forced universities to stop using their centers as a 

means of teaching, many of them opted for virtual education. Affecting the learning process of students, which 

has predisposed many of them to become familiar with this new learning process, making the use of virtual 

platforms more common. Many educational centers have come to rely on digital tools such as: Discord, Google 

Meet, Microsoft Team, Skype and Zoom. The objective of the research is to report on the impact of student 

learning through the use of the aforementioned videoconferencing tools. Surveys were conducted with teachers and 

students who stated that 66% were not affected in their educational development. Most of them became familiar 

with the platforms; however, less than 24% qualified that their academic performance has improved, some 

teachers still have difficulties at a psychological level due to this new teaching modality. In conclusion, teachers and 

students agree that these tools are a great help for virtual classes. The primary objective of this project is to create 

a self-sufficient agent that can offer information to both teachers and pupils. The level of student involvement is 

directly related to important academic outcomes like critical thinking and the marks students get in a topic.  

 

I. INTRODUCTION 

 

Human behaviour analysis has emerged as  a critical domain in computer vision research, primarily focusing on 

the detection, monitoring, and understanding of human physical and facial activities in various environments [1]. 

One of the most significant areas where human behaviour plays a vital role is in the educational sector, where 

teaching and learning dynamics are influenced by the engagement and attention of students [2]. In an academic 

institution, the interaction between teachers and students is crucial in shaping learning outcomes, and monitoring 

student engagement is fundamental in understanding their active involvement during classroom sessions [3]. 

Research has consistently demonstrated that student attentiveness has a direct impact on academic performance, 

making it imperative to monitor their engagement during online classes [4]. However, monitoring student 

behaviour in large-scale online classes is often challenging, as human behaviour is unpredictable and may 

fluctuate based on various external and internal factors, making it difficult for educators to ensure student 

attentiveness [5]. According to research, emotions play a critical role in influencing the learning process and 

academic achievement. These emotions can be categorized into four major types: (1) Achievement Emotions, 

which relate to feelings of accomplishment, motivation, or failure; (2) Epistemic Emotions, which arise from 

mental challenges like curiosity, confusion, or satisfaction from solving complex tasks; (3) Topic Emotions, 

which are influenced by the nature of the subject matter being taught; and (4) Social Emotions, which pertain to 

interactions with teachers and peers, including feelings of belongingness, respect, or anxiety in a learning 

environment [6]. As attention forms the basis of the learning process, it is crucial to measure and evaluate student 

engagement during classes, especially in virtual environments where teachers struggle to physically observe 

student reactions and attention levels [7]. Traditionally, student behaviour has been assessed through manual 

monitoring or post-class surveys, which often lead to biased or inaccurate interpretations of student engagement 

[8]. However, the advancements in artificial intelligence (AI), machine learning, and computer vision have paved 

the way for the development of automated engagement detection systems that can monitor real- time student 

behavior based on their facial expressions, head posture, and micro-movements [9]. This research introduces an 

innovative approach to automatic student engagement detection using a Shape Landmark Detection Algorithm, 

which aims to capture subtle facial changes, head orientation, and micro-expressions to determine realtime 

engagement levels in online classes [10]. Unlike traditional methods that rely heavily on deep learning 

algorithms with complex computational loads, the proposed system utilizes a shape-based landmark detection 

model that tracks specific facial points such as eye-gaze direction, head tilt, and facial orientation, ensuring a 
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lightweight and faster approach to engagement detection [11]. This method not only reduces computational 

time but also provides higher accuracy by minimizing false positives, allowing educators to effectively monitor 

student attentiveness during online sessions [12]. The proposed system is designed to facilitate real-time feedback 

to teachers, enabling them to modify their teaching strategies or re- engage students showing signs of 

disengagement [13]. The core advantage of using Shape Landmark Detection lies in its ability to capture low-level 

facial movements, which traditional methods like YOLOv3 and deep learning-based face recognition often fail 

to detect [14]. Additionally, the system can operate efficiently in lowlight conditions, unstable internet 

connectivity, and varied facial postures, making it highly reliable for real-world online learning scenarios [15]. 

The experimental setup for this project involved the collection of real-time video data of students attending 

online classes, with their facial movements being continuously tracked and processed to analyze their 

engagement levels. Using shape landmark detection, the system identifies subtle facial changes, head nodding, 

gaze direction, and head tilts to determine whether a student is attentive or disengaged. The primary objective of 

this research is to provide a real-time engagement detection system that minimizes manual monitoring and 

provides accurate and reliable feedback to instructors regarding student participation. This paper aims to 

demonstrate the effectiveness of using Shape Landmark Detection Algorithm for classroom behavior analysis, 

ensuring that teachers receive immediate feedback on students' engagement levels, allowing them to implement 

real-time corrective measures during the learning process. By minimizing false positives and maximizing 

accuracy, the proposed system offers a groundbreaking solution to monitor and enhance student attentiveness, 

ultimately improving educational outcomes in virtual learning environments 

. 

II. LITERATURE REVIEW 

 

Face Recognition (FR) has emerged as a significant research area due to its vast application in various fields such 

as surveillance, security, law enforcement, and biometric identification [16]. It is primarily used for recognizing 

individuals based on facial features from digital images or video frames. In educational settings, FR is commonly 

employed for student attendance marking and behaviour analysis [17]. However, traditional face recognition 

algorithms such as Eigenfaces, Fisher faces, and Haar cascades often face challenges with varying light 

conditions, pose variations, and occlusions, which significantly reduce accuracy [18]. Additionally, conventional 

algorithms lack the capability to capture micro-level changes in facial expressions, making them inefficient for 

real- time engagement detection [19]. To address this, our project utilizes Shape Landmark Detection (SLD) to 

overcome these limitations and ensure accurate monitoring of student engagement during online classes. Shape 

Landmark Detection (SLD) is a powerful algorithm used for detecting facial landmarks such as eyes, nose, mouth, 

and head orientation [20]. This algorithm has shown promising results in monitoring facial movements and 

expressions, enabling engagement detection during online classes [21]. SLD works by capturing micro-level 

facial features that allow the measurement of eye contact, head movement, and gaze direction, providing insights 

into student attentiveness [22]. Despite its advantages, SLD faces limitations in scenarios where students are 

partially visible or the camera angle is not ideal, resulting in inaccurate predictions [23]. However, by optimizing 

the angle of the camera and enhancing the feature detection, the proposed model can improve the accuracy of 

student engagement measurement. Traditional face recognition models such as Eigenfaces, Fisher faces, and 

Haar cascades primarily focus on overall face detection but lack the ability to capture micro-level facial 

expressions [24]. This limitation restricts their usability in engagement detection, where subtle changes in facial 

expression, head orientation, and eye contact are critical [25]. On the other hand, YOLOv3, a state-of-the-art 

object detection algorithm, offers high accuracy and fast processing time for face detection [26]. However, 

YOLOv3 is primarily designed for object detection and not for subtle facial expression analysis, which limits its 

effectiveness in engagement measurement tasks [27]. SLD excels in capturing these subtle changes, making it 

ideal for real-time engagement detection in online classes [28]. Unlike traditional face recognition methods and 

YOLOv3, SLD does not require high computational power and can function effectively on standard hardware 

setups, making it a more practical solution for educational settings [29].Based on the limitations observed in 

existing algorithms, our project proposes the utilization of Shape Landmark Detection to achieve accurate and 

real-time student engagement detection. The SLD algorithm captures micro-level facial expressions such as head 

movement, eye gaze, and facial orientation, providing insights into student attentiveness [28]. By focusing on 

subtle facial features, SLD enables a more detailed analysis of student engagement, ensuring higher accuracy and 

faster processing time. This approach provides significant advantages in educational settings by enabling teachers 

to monitor student participation and engagement during online classes effectively [29]. 
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III. PROPOSED SYSTEM 

 

The proposed system for student engagement detection during online classes employs the Shape Landmark 

Detection AI Algorithm to provide an efficient and accurate solution for monitoring student attention levels. 

Traditional engagement detection methods often face challenges such as high time complexity, poor performance in 

real-time applications, and difficulties in distinguishing between different engagement levels. By focusing on 

facial landmarks, such as the eyes, mouth, and eyebrows, the system can track key facial features to identify signs 

of student engagement, such as attention, boredom, or confusion. This approach reduces computational 

complexity by narrowing the focus to only the most relevant data points, enabling real-time processing even in large 

online classrooms. 

. 

3.1 PRE-PROCESSING 

Video Frame Capture : The first step in pre- processing involves capturing individual frames 

from the live video feed during the online class. This is typically done by extracting frames at regular intervals, 

such as every few milliseconds, to ensure realtime processing and avoid information loss.  

. 

Face Detection: Once the video frames are captured, the next step is face detection. This is done using a face 

detection algorithm such as Haar cascades or HOG (Histogram of Oriented Gradients), which identifies the region 

of interest (ROI) containing the student's face in each frame. Once the face is located, the system can focus on 

analyzing only the face region, reducing computational load by ignoring the background. 

 

Facial Landmark Localization: After detecting the face, the next step involves localizing facial landmarks. This 

process involves detecting key facial points, such as the eyes, nose, mouth, and eyebrows. Algorithms such as 

Dlib's 68-point facial landmark detector or MediaPipe can be used for this task. These landmarks are critical for 

analyzing facial expressions and identifying engagement cues, such as eye movement, head  

pose, and mouth shape. 

 

 Normalization and Alignment: To handle   variations in head pose, lighting, or partial occlusions, the system 

performs normalization and alignment of the detected facial landmarks. This involves adjusting the landmarks to a 

standard orientation and scale, ensuring consistency across frames. For example, the landmarks are aligned to a  

reference point (such as the eyes or nose) to minimize the impact of small changes in head pose. 

 

Noise Reduction: Raw video frames may contain noise from environmental factors such as lighting changes or 

camera distortions. Pre-processing includes noise reduction techniques such as Gaussian blurring or edge 

detection filtering. These techniques smooth out unnecessary details and highlight the key features of the face, 

making the subsequent landmark detection more reliable. 

 

Feature Extraction: After normalizing the landmarks, relevant features are extracted from the facial points. These 

features may include eye movement patterns, mouth shape variations, or head tilt angles, which are indicative of 

engagement. These features serve as the input for the machine learning or deep learning models that classify the 

engagement level. 

 

Engagement analysis: 

 

Apply a set of pre-defined conditions to classify 

Eyes closed for long duration → Disengaged (Sleeping or Distracted) 

Frequent head turns → Disengaged (Not paying attention) 

Yawning detected → Disengaged (Tired or    Bored) 

Constant eye contact & still head → Engaged (Active Participation) 
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3.2 ALGORITHM STRUCTURE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. SYSTEM ARCHITECTURE 

 

The three-tier software architecture (a three-layer architecture)  
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emerged in the 1990s to overcome the limitations of the two-tier architecture. The third tier (middle tier server) is 

between the user interface (client) and the data management (server) components. This middle tier provides 

process management where business logic and rules are executed and can accommodate hundreds of users (as 

compared to only 100 users with the two tier architecture) by providing functions such as queuing, application 

execution, and database staging.The three tier architecture is used when an effective distributed client/server 

design is needed that provides (when compared to the two tier) increased performance, flexibility, maintainability, 

reusability, and scalability, while hiding the complexity of distributed processing from the user. These 

characteristics have made three layer architectures a popular choice for Internet applications and net-centric 

information systems. 

 

4.1 SEQUENCE DIAGRAMS 
A sequence diagram in Unified Modeling Language (UML) is a kind of interaction diagram that shows how processes 

operate with one another and in what order. It is a construct of a Message Sequence Chart. Sequence diagrams are 

sometimes called event diagrams, event scenarios,and timing diagram.   

                                                       

4.2 USE CASE 

A use case diagram in the Unified Modeling Language (UML) is a type of behavioral diagram defined by and 

created from a Use-case analysis. Its purpose is to present a graphical overview of the functionality provided by a  

 

 

 

system in terms of actors, their goals (represented as use cases), and any dependencies between those use cases. 

The main purpose of a use case diagram is to show what system functions are performed for which actor. Roles of 

the actors in the system can be depicted.  
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4.3 CLASS DIAGRAM: 
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In software engineering, a class diagram in the Unified Modeling Language (UML) is a type of static structure 

diagram that describes the structure of a system by showing the system's classes, their attributes, operations (or 

methods), and the relationships among the classes. It explains which class contains information 

 

4.4 ACTIVITY DIAGRAM 

Activity diagrams are graphical representations of workflows of stepwise activities and actions with support for 

choice, iteration and concurrency. In the Unified Modeling Language, activity diagrams can be used to describe 

the business and operational step-by- step workflows of components in a system. An activity diagram shows the 

overall flow of control. 
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4.5 DATA FLOW DIAGARM: 

 

 

 

IV. RESULTS AND DISCUSSION 

 

The overall performance analysis of the student's engagement during the online class based on head pose analysis using 

the Shape Landmark Detection Algorithm. The Pose (red line) shows a gradual increase, indicating the student shifted 

position, potentially signaling reduced engagement. The Yaw (green line) initially increased and then declined, 

suggesting the student looked away from the screen, reflecting disengagement. However, the Pitch (purple line) 

remained stable, implying consistent vertical head posture. This pattern indicates that the student started engaged but 

gradually became distracted. The system successfully captured these real-time head movements, proving its 

effectiveness in identifying disengagement. Such insights can help instructors take corrective measures to re- engage 

students during online classes. 
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V. OUTCOME 

 

 

 
 

VI. CONCLUSION 

 

The adoption of virtual education has significantly increased, requiring innovative methods to monitor student 

engagement effectively. Traditional videoconferencing tools like Google Meet, Zoom, and Microsoft Teams 

provide a platform for online learning but lack builtin mechanisms to assess student attentiveness. To address this, 

the project offers a more accurate and efficient approach to detecting students’ presence and engagement during 

online classes. By analyzing facial landmarks, head orientation, and gaze direction, this system provides realtime 

insights into student attentiveness without relying on complex deep learning models. This method ensures low 

computational cost, better adaptability to different lighting conditions, and improved privacy protection compared to 

traditional face detection techniques. Implementing this technology can help educators better understand student 

participation, improve teaching strategies, and enhance the overall learning experience in virtual classrooms. 
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