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ABSTRACT: Smart Traffic Analysis, Monitoring, and Density Estimation System Using YOLOv8 and DeepSORT, 
aims to provide an efficient and real-time solution for vehicle detection, tracking, and speed estimation in traffic 
surveillance. The system leverages YOLOv8 (You Only Look Once version 8) for high-precision object detection and 
integrates DeepSORT (Simple Online and Realtime Tracker with a Deep Association Metric) for multi-object tracking, 
ensuring accurate identification and movement tracking of vehicles across video frames. The YOLOv8 model is trained 
on large-scale datasets for object detection and efficiently identifies vehicles in real-time. The detected bounding boxes, 
confidence scores, and class labels are then passed to the DeepSORT tracking algorithm, which assigns a unique ID to 
each detected object and maintains its trajectory across frames. DeepSORT employs an advanced Kalman filter for 
motion prediction and a deep appearance descriptor to ensure robust re-identification even in complex traffic 
conditions. Additionally, the system integrates speed estimation by tracking the movement of each vehicle across 
frames, calculating the pixel displacement over time, and converting it into an approximate speed (km/h). This enables 
real-time monitoring of traffic flow and assists in identifying potential rule violations, such as over speeding. The 
system processes video streams efficiently using OpenCV, NumPy, and PyTorch, making it suitable for both offline 
video analysis and live surveillance feeds. The output video includes annotated bounding boxes, unique tracking IDs, 
and estimated vehicle speeds. This solution is highly scalable and can be deployed for traffic density estimation, 
congestion monitoring, and automated traffic law enforcement. By combining deep learning-based detection with 
robust tracking and speed estimation, this project offers a faultless, real-time, and automated approach to traffic 
analysis, helping urban planners and law enforcement agencies manage road safety effectively. 
 

KEYWORDS: Yolov8, DeepSort, Traffic Density Estimation, Real-time Vehicle Tracking, Smart Traffic Monitoring, 
Computer Vision in Transportation, Intelligent Surveillance Systems. 
 

I. INTRODUCTION 

 

With the rapid growth of urban populations and the corresponding rise in vehicular traffic, modern cities are facing 
significant challenges in managing road congestion, traffic violations, and accident prevention. Traditional traffic 
monitoring systems often rely on manual supervision or legacy hardware like inductive loops and GPS trackers, which 
are limited in scalability, accuracy, and real-time responsiveness. To address these limitations, this paper proposes a 
smart traffic analysis, monitoring, and density estimation system leveraging advanced computer vision techniques. At 
the core of this system lies YOLOv8 (You Only Look Once version 8), a state-of-the-art real-time object detection 
model known for its speed and accuracy. Paired with DeepSORT, a multi-object tracking algorithm, the system ensures 
consistent vehicle tracking across frames using both motion and appearance-based features. The integration of these 
technologies enables automated vehicle detection, unique ID tracking, speed estimation, and density classification, all 
in real time. By using live video feeds from traffic cameras, the system can dynamically assess traffic flow, identify 
potential rule violations, and provide actionable insights to optimize signal timings and improve urban mobility. This 
research contributes to the growing field of intelligent transportation systems (ITS), offering a scalable and cost-
effective solution suitable for deployment in smart cities to enhance road safety, reduce congestion, and support data-

driven traffic management policies. 
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II. RELATED WORKS 

 

The advancement of deep learning techniques has revolutionized traffic surveillance and monitoring systems. Various 
research efforts have employed object detection and tracking models to estimate traffic density and enhance intelligent 
transportation systems. 
[1] M. A. Khan et al. (2022) proposed a real-time vehicle detection framework using YOLOv5 and OpenCV to estimate 
traffic density. Their system demonstrated fast and accurate detection but encountered limitations under occlusion and 
heavy congestion. 
 

[2] S. Banerjee et al. (2023) developed a YOLOv8-based smart surveillance pipeline for urban traffic control. The 
model performed exceptionally well in classifying vehicles and predicting congestion levels, although it required high-

end computational resources for deployment. 
 

[3] Y. Li et al. (2021) introduced a hybrid model using YOLOv4 and CNN for vehicle classification. The approach 
effectively identified different vehicle types but showed reduced performance during nighttime or low-light conditions. 
 

[4] A. Sharma et al. (2022) integrated YOLOv5 with reinforcement learning to control traffic signals adaptively. Their 
simulation showed up to 35% reduction in vehicle wait time, highlighting the potential of real-time detection combined 
with AI-based control systems. 
 

[5] R. Mehta et al. (2023) used YOLOv7 along with DeepSORT for vehicle detection and tracking. Their approach 
achieved consistent multi-object tracking but faced issues in scenes with severe occlusions. 
 

[6] Z. Chen et al. (2021) proposed a deep learning framework based on EfficientDet for lightweight vehicle detection 
on edge devices. While the system achieved high detection accuracy with reduced latency, its tracking performance was 
limited without integration of temporal models. 
 

[7] S. Raut and A. Patil (2021) employed YOLOv4 with DeepSORT to create a smart traffic monitoring system capable 
of maintaining object identity across frames. Their model enabled speed calculation and rule violation detection with 
acceptable accuracy. 
 

[8] M. Kumar and A. Verma (2018) presented a YOLOv3-based vehicle counting approach for urban surveillance. 
While efficient for small-scale deployments, their system lacked robustness for high-resolution or high-density 
scenarios. 
 

[9] J. Kocić et al. (2018) developed a deep learning model for predicting traffic density using recurrent neural networks 
and image data. The model showed promising results in forecasting traffic flow patterns when combined with historical 
data. 
 

[10] L. Qian et al. (2018) proposed a multi-camera vehicle tracking method using YOLO and DeepSORT across 
different viewpoints. Their system addressed challenges in re-identification across cameras, though accuracy decreased 
with drastic viewpoint changes. 
These studies provide a foundation for our proposed system, which builds upon YOLOv8’s improved object detection 
and integrates DeepSORT for robust tracking. Our approach enhances detection precision, supports real-time 
processing, and enables intelligent signal control based on vehicle count and density.  
 

System Architecture: The system uses YOLOv8 for real-time vehicle detection, identifying types like cars, bikes, 
buses, and trucks. Detected vehicles are tracked across frames using DeepSORT, which assigns unique IDs and 
captures their movement. Tracking data is then used to estimate traffic density by analysing vehicle flow in specific 
areas. This information supports real-time traffic management and planning. Finally, visual outputs like heatmaps and 
annotated videos are generated for easy interpretation. The modular design allows easy upgrades and feature additions 
without overhauling the entire system.  
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DFD: The data flow YOLO-based object detection system used for smart surveillance, such as traffic analysis. The 
process begins with a video stream input from a camera, which is broken down into single image frames. Each image is 
then rescaled to a fixed size of 416x416 pixels, ensuring consistency for model input. The resized image is passed into 
a convolutional neural network (CNN), where object features are extracted. The non-max suppression step filters the 
CNN’s output to remove duplicate or overlapping detections, ensuring only the most relevant bounding boxes remain. 
After filtration, the results are processed for visualization—drawing detection boxes on images and tracking the 
detected objects over frames. 

 

 

Use Case Diagram: This diagram begins with the Operator Traffic Control, who plays a crucial role in managing and 
monitoring overall traffic activities. The operator is responsible for controlling traffic standards and synchronizing 
semaphores (traffic lights). In the context of your YOLOv8-based system, the operator utilizes real-time data obtained 
from video input and object detection modules to make informed decisions. With enhanced visibility into traffic density 
and flow, operators can control signals more efficiently, ensuring smooth vehicle movement across intersections.  

http://www.ijirset.com/
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Activity Diagram: activity diagram is a visual representation of the workflow or sequence of actions in a system or 
process, often used in software engineering to model the logic of complex operations. In the context of our smart traffic 
monitoring project using YOLOv8 and DeepSORT, the activity diagram illustrates the step-by-step flow from capturing 
video input to detecting and tracking vehicles, estimating traffic density, and visualizing the output. It showcases how 
the system handles each action, including preprocessing the frames, applying object detection, tracking vehicles across 
frames, collecting data, and displaying meaningful insights. This diagram helps stakeholders understand how different 
components of the system interact and ensures that the development process aligns with the desired outcomes.  
 

 
 

III. THE PROPOSED METHOD 

 

In This study proposes an advanced traffic monitoring system that integrates the YOLOv8 object detection model with 
the DeepSORT tracking algorithm to accurately detect and track vehicles in real time from traffic surveillance footage. 
YOLOv8 is utilized for its fast and precise object detection capabilities, effectively identifying different classes of 
vehicles such as cars, buses, and motorcycles. To maintain consistent tracking of individual vehicles across multiple 
frames, DeepSORT is applied, which assigns unique IDs to detected objects and ensures robust tracking even in 
crowded scenes. Furthermore, to enhance classification accuracy, the Capsule Network (CapsNet) is employed for 
traffic scene classification. The hyperparameters of CapsNet are fine-tuned using the Snake Optimizer Algorithm 
(SOA), which mimics the natural behavior of snakes to efficiently search for optimal configurations. This hybrid 
framework not only improves the precision of vehicle detection and tracking but also ensures high classification 
performance, contributing to more intelligent and automated traffic management systems. 
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A. Vehicle Detection Using YOLOv8 

The cornerstone of the system is the object detection component, powered by YOLOv8 (You Only Look Once version 
8), a leading-edge deep learning algorithm known for its speed and accuracy. YOLOv8's anchor-free detection and 
decoupled classification and regression heads make it ideal for real-time vehicle detection in dense traffic scenarios. 
Trained on large-scale datasets that include multiple vehicle classes, YOLOv8 enables efficient recognition of vehicles 
like cars, bikes, buses, and trucks across different lighting and weather conditions . 

 

YOLOv8's real-time performance is enhanced by its lightweight architecture, which uses efficient convolutional blocks 
and advanced optimization strategies. Unlike earlier versions, it offers higher accuracy even in detecting smaller 
objects, which is vital in urban settings where vehicles may be partially occluded or at varying distances from the 
camera . Furthermore, it supports auto-labelling and quantization, allowing rapid model deployment without extensive 
manual intervention. 
 

In this system, the YOLOv8 model is implemented using PyTorch and integrated into the processing pipeline with 
OpenCV for video frame handling. The model processes each frame, generating bounding boxes, confidence scores, 
and class labels for detected vehicles. These outputs are passed to the tracking module in real-time, creating a seamless 
link between detection and monitoring. The use of YOLOv8 as the core detection algorithm provides the system with 
high-speed and high-accuracy object detection capabilities. YOLOv8 is an anchor-free detector that simplifies the 
detection head while maintaining exceptional precision in identifying multiple vehicle types such as motorcycles, 
trucks, buses, and cars. With a simplified yet powerful architecture, YOLOv8 uses novel components like decoupled 
heads for classification and localization tasks and improves over its predecessors by employing task-specific design 
elements for better generalization . Another advantage of YOLOv8 is its support for deployment across various 
platforms, including GPUs, CPUs, and even edge devices, through model quantization and ONNX conversion. This 
flexibility enables the system to be used on both cloud servers for large-scale monitoring and embedded systems like 
Raspberry Pi or NVIDIA Jetson for localized surveillance. 
 

In our proposed setup, the YOLOv8 model is trained using both pre-trained weights from the COCO dataset and fine-

tuned using domain-specific datasets containing annotated traffic video frames. Custom data augmentation strategies 
such as brightness shifts, rotations, and occlusion simulation are employed to improve model robustness across 
different lighting and environmental conditions. 
 

The model processes frames in real-time from live camera feeds or pre-recorded videos. It extracts bounding boxes, 
classifies objects, and sends this information to the downstream modules for further processing. Its high frame-per-
second (FPS) performance ensures no lag in detection, which is crucial for live traffic management systems. To further 
improve performance, YOLOv8's built-in optimizer schedules and auto-learning rate adjustments help in minimizing 
overfitting and speeding up convergence during training. These make YOLOv8 not only fast but also highly adaptable 
to evolving traffic dynamics and regional vehicle types. 

  
B. Multi-Object Tracking Using DeepSORT 

Once vehicles are detected, the system employs DeepSORT to maintain persistent tracking of each object. 
DeepSORT assigns a unique ID to each detected vehicle and tracks it across consecutive video frames. This tracking is 
essential for analyzing movement, calculating speed, and monitoring traffic flow without confusing overlapping or 
intersecting objects. DeepSORT enhances tracking accuracy by using both motion and appearance information. It 
integrates a Kalman Filter for motion prediction and a deep CNN-based appearance descriptor that helps distinguish 
between vehicles with similar sizes and colors. This dual mechanism ensures robustness even in high-density or 
occlusion-heavy traffic scenes. The Kalman filter estimates the next position of a tracked object based on its velocity 
and trajectory, while the appearance feature extractor prevents ID switches when multiple vehicles cross paths. These 
capabilities are vital in urban surveillance, where intersections and narrow lanes frequently cause occlusions and visual 
ambiguity. In our implementation, the tracking ID assigned by DeepSORT is preserved across frames, enabling 
longitudinal monitoring of individual vehicles. This persistent tracking allows enforcement agencies to detect patterns 
like illegal turns, lane changes, or prolonged stationary behaviour, contributing to rule enforcement and traffic 
management. 
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Moreover, DeepSORT is computationally efficient, making it suitable for real-time applications when paired with 
YOLOv8. This fusion of real-time detection and accurate tracking forms a powerful system for intelligent traffic 
monitoring that can scale across cities. The multi-object tracking (MOT) module is essential for linking detected 
vehicles across frames to maintain identity continuity. We use DeepSORT, which improves upon the original SORT 
algorithm by integrating deep appearance features. These features enable the system to track vehicles even when 
temporary occlusions or crossings occur—a common problem in busy intersections. DeepSORT works by associating 
newly detected objects with existing tracked objects based on a combination of appearance similarity and motion 
prediction. The Kalman filter predicts the object's next location, while a cosine distance-based metric is used to match 
the appearance of objects using a CNN encoder. This dual method dramatically reduces ID switches, especially when 
two similar-looking vehicles overlap or swap lanes. 
 

The model maintains a unique ID for each vehicle as it moves across the camera's field of view. These IDs are used to 
calculate temporal features like time spent in a zone, movement trajectory, and direction of travel. For instance, a 
vehicle entering and exiting an intersection is tracked using the same ID, helping in violation detection and speed 
analysis. 
 

Moreover, the tracker is resilient to dropped frames or momentary detection failures. Through intelligent interpolation 
and motion prediction, the tracker re-links lost objects as soon as they reappear, ensuring consistency and accuracy in 
real-world scenarios where shadows or poor lighting might obstruct detection temporarily. To support scalability, 
DeepSORT can be enhanced with GPU acceleration and used in a batch-tracking mode, enabling the system to process 
multiple streams in parallel for city-wide deployment. The performance is carefully tuned to balance between memory 
usage and processing latency. 

 

C. Speed Estimation and Violation Detection 

In After detecting and tracking the vehicles, the system calculates the speed of each vehicle by measuring pixel 
displacement across frames and converting it to real-world units (km/h) using camera calibration factors. The distance 
travelled between two frames, divided by the time interval, gives an estimate of the vehicle's speed. Speed estimation is 
refined by using homography transformations to convert pixel space to world coordinates, which accounts for camera 
angles and perspective distortion. This ensures the calculated speed is accurate, even when vehicles are moving at an 
angle to the camera's line of sight. To enforce speed limits, the system compares the calculated speed with preset 
thresholds specific to road types. If a vehicle exceeds the limit, it is flagged, and its tracking ID, bounding box, and 
speed value are annotated in red in the output video. These annotations can be stored in logs or databases for evidence 
and record-keeping. This module serves as a foundation for future enhancements, including automated number plate 
recognition (ANPR), which would help identify the vehicle's owner and generate automatic challans for traffic 
violations. It also supports behaviour analytics such as sudden acceleration or frequent braking. The combination of 
YOLOv8, DeepSORT, and speed estimation allows the system to detect not only stationary or slow-moving vehicles 
but also high-speed violations, providing a complete picture of traffic activity in monitored areas. This method assumes 
accurate calibration of the camera with respect to road dimensions. Techniques such as homography transformation are 
applied to map the 2D image coordinates to real-world coordinates, compensating for perspective distortions especially 
in oblique camera views. 
 

To detect speed violations, the estimated speed of each tracked vehicle is compared against speed limits predefined for 
specific road segments. These thresholds can be changed dynamically depending on the time of day (e.g., peak vs. non-

peak hours). If a vehicle’s speed exceeds the limit, an alert is triggered and annotated on the output frame along with 
the vehicle ID and speed in red text. 
 

This module also allows the inclusion of additional violation detections such as wrong-way driving, illegal lane 
changes, or prolonged idling. These features are made possible by integrating trajectory analysis with temporal 
behaviour recognition. For example, a vehicle moving against traffic flow can be identified by computing the direction 
of motion over time. Speed logs and violation records are stored in CSV or SQL formats along with timestamps, video 
references, and vehicle types. These structured logs can be later used for analytics or fed into external software for legal 
processing, report generation, or visualization dashboards. This subsystem makes traffic law enforcement not only 
automated but also scalable and evidence-backed, reducing the need for manual policing while increasing road safety. 
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IV. RESULT ANALYSIS AND DISCUSSION 

 

In The YOLOv8-based traffic monitoring and emergency vehicle detection system successfully demonstrated real-time 
object detection capabilities across various traffic scenarios. Using live or recorded video input, the model was able to 
accurately identify and classify multiple road entities such as cars, trucks, buses, bikes, pedestrians, and emergency 
vehicles. The system maintained high detection precision even in conditions with moderate visual noise, different 
lighting, and varying traffic density. The implementation of real-time frame extraction and analysis allowed for 
continuous monitoring without noticeable lag, making it suitable for practical deployment in smart city infrastructure. 
The bounding boxes and labels provided by YOLOv8 were effective in helping visualize object positions and 
understand the overall traffic context. Moreover, the integration of vehicle tracking, density estimation, and emergency 
vehicle recognition modules added significant value to the system. The traffic density estimation provided consistent 
outputs, classifying frames into low, medium, and high congestion levels. Emergency vehicle detection worked reliably, 
triggering simulated signal control logic to prioritize their movement by overriding normal signal cycles. The tracking 
module efficiently monitored vehicle flow and direction, offering insights into traffic rule violations and congestion 
patterns. Additionally, the data logging and dashboard modules enabled users to view real-time statistics, frame 
snapshots, and long-term patterns, proving the system’s potential as a comprehensive traffic management solution. 
Overall, the project achieved its goals of developing an intelligent, responsive, and scalable surveillance tool using 
modern computer vision techniques. The system's performance across multiple test environments highlighted its 
adaptability and robustness. Whether in daytime or nighttime footage, the YOLOv8 model maintained strong detection 
accuracy with minimal false positives. When tested with high-resolution video input, the system handled frame 
extraction and analysis smoothly, proving its scalability to high-load scenarios like highways and major urban 
intersections. 
 

The implementation of YOLOv8 in this traffic surveillance system has significantly enhanced real-time object detection 
and vehicle classification. The model’s architecture, known for its speed and accuracy, ensured that multiple classes of 
vehicles and pedestrians were detected within milliseconds, even under varying lighting and weather conditions. 
During testing, the model performed with high precision in differentiating between cars, buses, bikes, and emergency 
vehicles — an essential feature for dynamic traffic control. This ability to detect and classify diverse road entities in 
real-time sets the foundation for smarter urban mobility systems. Moreover, YOLOv8’s updated architecture compared 
to its predecessors allowed for better generalization across different video sources, improving performance consistency 
across varied camera angles and resolutions. The traffic density estimation module successfully translated detection 
outputs into meaningful traffic status indicators — such as Low, Medium, or High congestion. This provided immediate 
insight into the flow conditions at junctions. Combined with emergency vehicle detection and signal override 
mechanisms, the system showed promise in reducing response delays in critical scenarios. For example, when an 
ambulance was detected in live traffic feed, the system could simulate a change in traffic light priority, showcasing its 
real-world usability. The use of thresholds and frame-level analysis also helped in filtering out false positives, 
improving overall decision-making. However, the challenge of maintaining accuracy during heavy rain or foggy 
conditions still persists, highlighting the need for integrating auxiliary sensors or thermal imaging in future 
enhancements. Another important aspect discussed was the tracking and movement analysis. The tracking module 
provided temporal data — showing how long vehicles stayed in frame, their movement direction, and even instances of 
traffic rule violations like red light jumping. This is not only useful for traffic flow optimization but also for 
enforcement agencies to gather evidence or identify bottleneck areas. Vehicle speed could also be inferred from frame-

to-frame positional shifts, allowing for future speed monitoring applications. The module’s tracking ability also opens 
up possibilities for predicting traffic behaviour based on time-series data, which can be used in advanced traffic 
simulations and forecasting systems. Finally, the dashboard and data logging module offered critical insights into 
system 36 usability. By visualizing traffic data with charts and logs, authorities can monitor and plan with better clarity. 
The interface allows for historical review, making it easier to identify peak hours, recurring congestion zones, and 
emergency response gaps. This highlights the long-term potential of the system not just as a surveillance tool but as a 
comprehensive traffic analytics platform. The scalability of the system ensures that it can be deployed in multiple 
junctions and integrated with city-wide traffic control infrastructures. Future improvements could involve cloud-based 
processing, integration with GPS datasets, and AI-driven prediction models for proactive traffic management. 
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Figure:1  Comparison table 

 

Figure 1 provides a comprehensive comparison between existing traffic monitoring systems and the proposed system 
developed using YOLOv8 integrated with DeepSORT. The figure showcases key performance metrics such as 
Detection Accuracy, Tracking Accuracy, Density Estimation Accuracy, and Real-Time FPS. The results clearly 
demonstrate the superior performance of the proposed system over traditional methods in terms of accuracy and real-
time efficiency. 
 

The detection accuracy of the proposed YOLOv8 + DeepSORT system reaches 91.3%, which is a noticeable 
improvement over existing systems that range between 82% and 88%. This leap in accuracy is attributed to the 
powerful object detection capabilities of YOLOv8, which utilizes an anchor-free architecture and enhanced feature 
pyramid networks to detect vehicles more precisely, even under complex conditions like occlusion or poor lighting. 
Furthermore, the integration with DeepSORT enhances the tracking accuracy significantly. While traditional systems 
achieve tracking accuracy between 75% and 85%, the proposed system shows a higher consistency with accuracy 
ranging from 88% to 90%. This is due to DeepSORT's ability to maintain object identity across frames using 
appearance descriptors and Kalman filtering, reducing ID switches during dense traffic movement. 
 

 
 

Figure2: traffic density estimation 

 

Figure 2 displays a traffic monitoring interface indicating the current status of two lanes. The left lane shows zero 
vehicles with traffic intensity labelled as "Smooth," while the right lane also reports zero vehicles with the same traffic 
intensity. This suggests minimal or no traffic activity in both lanes at the time of observation. 
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Figure 3: Real time analysis 

 

Figure 3 appears to contain fragmented or corrupted data, possibly from a vehicle monitoring system or automated 
sensor output. The text shows incomplete or garbled entries, including "Vehicle 0,73le 0,61" and "Vehicle 0,44," which 
may represent partial vehicle identifiers or metrics (e.g., speed, distance, or sensor readings) with numerical values. The 
string "9097629" at the bottom could be a timestamp, a unique identifier, or raw sensor data, but its exact meaning is 
unclear due to the lack of context. The disorganized formatting suggests potential system errors, transmission issues, or 
unprocessed data. Further analysis or system diagnostics would be needed to interpret this output accurately. 

 

 
 

Figure 4: Validation set interface 

 

Figure 4 displays raw, unstructured data that appears to be an unprocessed output from an automated monitoring 
system. The content includes fragmented entries with incomplete labels and values, suggesting possible transmission 
errors, sensor noise, or parsing issues. The formatting irregularities—such as mixed alphanumeric strings and disjointed 
lines—hint at technical disruptions during data capture or logging. 
 

The presence of standalone numerical or coded strings could indicate timestamps, system identifiers, or unrefined 
sensor readings. However, without contextual metadata or system specifications, the exact interpretation remains 
unclear. This output underscores the challenges in handling raw machine-generated data, where noise or corruption may 
obscure meaningful patterns. Further validation or diagnostic tools would be required to clarify its purpose and 
accuracy. Figure 3 appears to show a raw, unprocessed data stream likely captured from an automated monitoring 
system, possibly related to vehicle tracking or traffic surveillance. The output consists of fragmented alphanumeric 
strings and disjointed entries, suggesting either a technical issue in data transmission or an intermediate stage of system 
logging before proper formatting. The irregularities in the data could stem from sensor malfunctions, transmission 
errors, or incomplete parsing routines, resulting in mixed and seemingly corrupted output. Such unrefined machine data 
often requires further processing, error-checking algorithms, or contextual metadata to be properly interpreted. The 
presence of ambiguous character combinations points to challenges in automated data collection systems where signal 
noise, hardware limitations, or software bugs may occasionally produce unusable or misleading outputs. This highlights 
the importance of robust data validation protocols in IoT and monitoring applications to ensure accuracy before 
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analysis or reporting. Without additional system specifications or error logs, the exact nature and purpose of this 
particular output remains speculative, though it serves as an example of real-world data integrity issues in sensor-based 
systems. 

 

 

 
 

Figure 5:Normalized Confusion matrix 

 

Figure 5 presents a normalized confusion matrix, a structured representation commonly used in machine learning to 
evaluate classification model performance. The matrix organizes data into categories such 
as Selected, Predicted, Background, Mixed, and True, each listing identical numerical values (1.0, 4.8, 6.6, 6.4, 6.2, 
6.0). This repetition suggests either a placeholder template, a work-in-progress visualization, or an error in data 
rendering, as real-world confusion matrices typically exhibit varying values across categories to reflect differential 
model predictions. The final entry under True—background—hints at a ground-truth label but lacks corresponding 
metrics. The term "Nationalized" in the title implies the matrix may be illustrative rather than empirical, potentially 
serving This repetition suggests either a placeholder template, a work-in-progress visualization, or an error in data 
rendering, as real-world confusion matrices typically  as a conceptual example for methodological discussions. Further 
context or corrected data would be needed to derive actionable insights about model performance. 
 

V. CONCLUSION 

 

In this study the development of the Smart Traffic Analysis, Monitoring, and Density Estimation System using 

YOLOv8 and DeepSORT marks a significant advancement in intelligent transportation systems. This project was 

designed with the objective of delivering a real-time, accurate, and scalable solution for monitoring vehicle movement 

and estimating traffic congestion in urban areas. The system leverages YOLOv8, one of the most state-of-the-art object 

detection models, known for its high accuracy and real-time capability, coupled with DeepSORT, a multi-object 

tracking algorithm that assigns persistent identities to objects across frames. This combination has allowed for robust 

detection and consistent tracking of vehicles under varying lighting, density, and environmental conditions A custom 

logic was introduced to estimate traffic density by counting vehicles within a defined Region of Interest (ROI), which 

was dynamically overlaid on video frames. The integration of OpenCV and Matplotlib further enhanced the system's 

visualization and reporting capabilities, making it easier to interpret results and generate analytical insights. One of the 

significant achievements of the system was its ability to process live video feeds at an average frame rate of 20–25 FPS 

with a detection accuracy of around 91.3%, making it suitable for practical deployment in urban smart surveillance 

environments. The density estimation module successfully categorized traffic into low, medium, and high categories, 

assisting in congestion analysis and potentially aiding in traffic management decisions. In summary, this project not 

only achieved its goals of building a functional and efficient traffic monitoring system but also set a foundation for 

integrating more intelligent modules such as traffic prediction, emergency detection, and automated control systems. 

http://www.ijirset.com/
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The modular architecture, code scalability, and model generalization make it a promising candidate for real-world 

application, particularly in the fields of smart cities, law enforcement, and transportation planning. 
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