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ABSTRACT: Cyberbullying, a contemporary menace within the realm of social media, has emerged alongside the 

surge in social media usage, leading to the exploitation of freedom of expression. Statistics indicate that a substantial 

36.5% of individuals believe they have experienced cyberbullying at some point in their lives. This figure has more 

than doubled since 2007, and there has been a noticeable increase from 2018 to 2023, indicating an unfavorable trend. 

Although existing solutions in the market aim to mitigate this issue, they often come with usage limitations or 

inefficient algorithms. 
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l. INTRODUCTION 

 

 In the dynamic realm of social media, the emergence of cyberbullying presents itself as a prominent and contemporary 

challenge. The exponential growth in the use of social media platforms has unfortunately transformed these digital 

spaces, originally intended for free expression, into fertile grounds for the misuse and exploitation of online 

interactions. Startling statistics indicate that a significant 36.5% of individuals believe they have encountered 

cyberbullying at some point in their lives, reflecting a notable increase over previous years. 

 

This escalating trend raises concerns about the profound impact of cyberbullying on individuals and society as a whole. 

Notably, the prevalence of cyberbullying has more than doubled since 2007, with a discernible uptick observed from 

2018 to 2023. In response to this burgeoning challenge, various solutions have been introduced to alleviate the 

detrimental effects of cyberbullying in the digital realm. However, these solutions are not without limitations, often 

constrained by usage restrictions or hindered by suboptimal algorithms. This paper embarks on a critical exploration, 

aiming to address the inherent limitations of current cyberbullying detection mechanisms. The overarching objective is 

to delve into novel approaches that can fundamentally enhance our understanding of cyberbullying and enable the 

automatic detection of such incidents across tweets, comments, and messages on diverse social media platforms. To 

achieve this goal, we leverage real-time Twitter data, encompassing headlines, comments, and text messages from 

trending posts. The foundation of our investigation is a meticulously designed labeling study for cyberbullying.    

                                                        

II. RELATED WORK 

 

The research focuses on developing a technique [1] to detect online abusive and bullying messages using natural 

language processing and machine learning. It addresses the negative impacts of social media, such as cyberbullying and 

online harassment, which can lead to serious mental and physical distress. Two distinct features, Bag-of-Words (BoW) 

and term frequency-inverse document frequency (TFIDF), are utilized to analyze the accuracy of four machine learning 

algorithms in identifying bullying text or messages on social media. The research may focus primarily on textual data, 

potentially overlooking other forms of online abuse, such as cyberbullying through images or videos. The effectiveness 

of the developed technique may be specific to certain languages or cultural contexts, potentially limiting its 

applicability in diverse online communities. There may be ethical concerns regarding the potential misclassification of 

non-abusive messages as abusive, leading to censorship or infringement of free speechFurthermore, the coordination 

packet is assumed to be small enough to be transmitted within slot duration.  

 

A proposed deep learning framework [3] aims to detect cyberbullying in real-time Twitter tweets and social media 

posts in English, Hindi, and Hinglish. Recent studies show that deep neural network-based approaches are more 

effective than conventional techniques at identifying cyberbullying content. The system is currently designed to 

recognize cyberbullying posts only in English, Hindi, and Hinglish, potentially limiting its effectiveness for other 
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languages. The system may struggle to accurately interpret nuanced or sarcastic language used in online 

communication, which could lead to false positives or negatives in identifying cyberbullying content. The effectiveness 

of the system may be influenced by the quality and diversity of the training data, potentially leading to biases in its 

detections. There may be concerns about the privacy of individuals' social media posts, as the system involves 

evaluating public online content for cyberbullying. 

 

III. METHODOLOGY 

 

1. Natural Language: Processing In this stage, we procured real-time tweets from Twitter, extracted Whatsapp chats, 

and gathered YouTube comments in both English and Hinglish. The real-time data includes various unnecessary 

characters. Therefore, as a preparatory step for the detection phase, data cleaning is imperative before applying machine 

learning algorithms. During the preprocessing stage, we eliminate hashtags, stopwords, numeric data, and hexadecimal 

patterns, in addition to converting the text to lowercase. This process is facilitated by utilizing NumPy and vectorized 

functions. We manually compiled a list of stopwords for both English and Hinglish and employed it to filter out these 

words from the cleaned data. The presence of these extraneous words can adversely impact the accuracy and 

predictions of the model. 

 

2. Machine Learning In this subsequent phase, we employed diverse machine learning approaches, including Linear 

SVC, Decision Tree, Naive Bayes, Bagging Classifier, Logistic Regression, Random Forest, Multinomial Naive Bayes, 

K Neighbors Classifier, and Adaboost Classifier, to train the model and assess the accuracy based on our literature 

survey findings. We also computed F1 scores for evaluation purposes and refined accuracy through iterative stages. 

Our aim was to identify the optimal pairing between feature selection methods like TF-IDF and count vectorizer and 

machine learning models.     

 

IV. ALGORITHMS 

 

Following the steps of preprocessing and feature selection, we conducted a study involving various machine learning 

models, identifying eight models for comparative analysis based on factors such as popularity, ease of use, training, and 

prediction time. The classifiers used in the study are outlined as follows:  

 

1. Support Vector Machine (SVM): SVM is a classification algorithm aiming to fit data and determine the best-fitting 

hyperplane that categorizes or divides data into different classes. It relies on extreme vectors or points, known as 

support vectors, to create hyperplanes, which influence the orientation and position of the hyperplane. SVM excels in 

higher-dimensional data, avoiding dimensionality problems, and is less prone to over fitting. 

 

 2. K-Nearest Neighbors (KNN): KNN is a straightforward text classification algorithm that categorizes new data by 

comparing it with all available data using a similarity measure. It establishes classification rules in a tree-shaped form, 

where internal nodes denote attribute conditions, branches denote conditions for outcomes, and leaf nodes represent 

class labels. Distance is used to classify a new sample based on its nearest neighbors. 

 

 3. Logistic Regression: Logistic regression is a supervised machine learning algorithm used to predict categorical 

dependent variables by considering a set of independent variables. It predicts whether data belongs to class '1' and 

provides probabilities rather than exact values. 

 

 4. Random Forest Classifier: The Random Forest classifier comprises numerous decision trees, each contributing a 

class prediction. The class with the most votes becomes the model's prediction. Random Forest is fast, scalable, robust 

to noise, interpretable, and avoids overfitting, but its real-time prediction capability slows with an increasing number of 

trees.  

 

5. Bagging Classifier: Bagging classifier, an ensemble machine learning algorithm, mitigates model overfitting by 

combining the strengths of multiple models. It reduces errors by training each model individually and combining them 

in an averaging process. 
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 6. Stochastic Gradient Descent (SGD): Classifier SGD is an optimization algorithm used for discriminative learning 

of linear classifiers under convex loss functions such as SVM and logistic regression. The SGD classifier is a linear 

model optimized by the SGD optimization method. 

 

 7. Adaboost Classifier: Adaboost is an ensemble-boosting classifier that builds a strong learner from the mistakes of 

weaker models. It employs one level decision trees as weak learners, sequentially adding them to the ensemble. The 

algorithm corrects predictions by placing more focus on training examples where previous models make predictable 

errors. 

 

 8. Multinomial NB Classifier: The Multinomial NB classifier is a probabilistic machine learning algorithm 

commonly used in Natural Language Processing (NLP). It predicts the tag of a text, such as a newspaper article or 

piece of mail, based on Bayes' theorem. The algorithm calculates the probability of a given sample and returns a tag 

with a high probability, assuming that each feature being classified is not related to any other feature.  

 

                                                                      V. RESULT AND DISCUSSION 
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VI. CONCLUSION 

 

Hence, we have successfully managed to extract, clean, and visualize the data using various Python libraries. Our 

implementation incorporated several natural language processing techniques, including tokenization, lemmatization, 

and vectorization (feature extraction). Through a thorough review of research papers in this domain, we found that, in 

feature extraction, count vectorizer and TF-IDF yield notably higher accuracy compared to word2vec and bag of words. 

 

 vectorizer marginally outperforms TF-IDF in terms of accuracy. Our exploration also involved identifying and 

applying various algorithms in our project, such as Support Vector Machine, Logistic Regression, K Nearest Neighbor, 

Random Forest, Bagging Classifier, Decision Tree Classifier, SGDC classifier, Multinomial Classifier, and AdaBoost 

Classifier. Following the training of our models, we consolidated the outcomes into a comprehensive plot depicting 

Accuracy and F1 score for each algorithm. 

 

 Upon scrutinizing the results, we observed that Linear SVC and SGD (stochastic gradient classifier) exhibit 

comparatively superior performance in classifying and predicting bullying messages in Hinglish languages. Notably, 

these algorithms demonstrate efficient training and prediction times compared to others in the set.   
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