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ABSTRACT: Lung cancer is a leading cause of cancer-related mortality worldwide, underscoring the urgent need for 

early and accurate diagnosis. This research proposes an AI-driven approach for early lung cancer detection using hybrid 

histological image analysis in MATLAB. The system integrates machine learning and deep learning techniques to 

analyze CT scan images, extracting critical histopathological features to improve classification accuracy. A hybrid 

methodology combining convolutional neural networks (CNNs) with traditional image processing enhances precision 

in distinguishing malignant from benign cases. Feature extraction techniques such as texture analysis, edge detection, 

and morphological processing refine diagnostic accuracy. The system is trained on annotated datasets to ensure 

robustness and generalization. Experimental results demonstrate superior sensitivity, specificity, and overall diagnostic 

performance compared to conventional methods. The integration of AI enables automated, efficient, and reliable 

detection, reducing subjectivity in manual histopathological assessments. Additionally, the proposed system offers a 

cost-effective and scalable solution for clinical implementation, making it a valuable tool for radiologists and 

oncologists. By facilitating early detection, this AI powered framework enhances timely medical intervention, 

potentially improving patient survival rates and treatment outcomes. This study contributes to advancing AI 

applications in medical imaging, paving the way for more precise and accessible lung cancer diagnostics. 
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I. INTRODUCTION 

 

Lung cancer stands as a formidable global health challenge, ranking among the leading causes of cancer-

related mortality worldwide. Its insidious nature, often presenting with subtle or no symptoms in early stages, 

contributes significantly to delayed diagnosis and consequently, poorer patient outcomes. The imperative for early and 

accurate detection has driven extensive research into advanced diagnostic methodologies, particularly leveraging the 

power of medical imaging. Computed tomography (CT) scans, a staple in lung cancer screening and diagnosis, provide 

detailed cross-sectional images of the lungs, revealing subtle abnormalities that may indicate malignancy. However, the 

interpretation of these images is oftensubjective and time-consuming, requiring skilled radiologists to meticulously 

analyze vast datasets. This inherent subjectivity and the sheer volume of data necessitate the development of 

automated, reliable, and efficient diagnostic tools. 

 

The advent of artificial intelligence (AI), particularly machine learning and deep learning, has ushered in a new era of 

possibilities in medical imaging analysis. These techniques offer the potential to extract intricate patterns and features 

from complex image data, surpassing the capabilities of traditional image processing methods. By training AI models 

on large, annotated datasets, it becomes feasible to develop systems capable of accurately distinguishing between 

benign and malignant lung nodules, thereby facilitating earlier and more precise diagnoses. This research endeavors to 

contribute to this evolving landscape by proposing an AI-driven approach for early lung cancer detection, utilizing 

hybrid histological image analysis within the MATLAB environment.The development of a robust and effective AI-

driven diagnostic system for lung cancer hinges on comprehensive and meticulous information gathering. This process 

encompasses several crucial aspects, each contributing to the overall success of the project. Firstly, a thorough 

understanding of the clinical context is essential. This involves delving into the current state of lung cancer diagnosis, 

including the limitations of existing methodologies and the specific challenges faced by radiologists and oncologists. 

 

Literature reviews, clinical guidelines, and expert consultations are pivotal in establishing a solid foundation of 

knowledge. Secondly, the acquisition of high-quality medical image data is paramount. The success of any machine 

learning or deep learning model is inextricably linked to the quality and quantity of the training data. Annotated 

datasets, meticulously labeled by experienced radiologists, serve as the cornerstone for training and validating the AI 

system 
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II. LITERATURE SURVEY 
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III. METHODOLOGY 

 

This section delineates the methodology for lung cancer (LC) classification, encapsulating critical stages integral to 

the approach. The framework comprises sequential phases: dataset utilization, data preprocessing, feature extraction 

(FE), feature combination,  application  of  machine  learning  (ML). 

 

 

Smart Cancer Detection Using Histological Images Cryptographic Mechanisms: Employ hashing, digital 

signatures, and encryption. 

image. Theseflattened feature vectors represent the structural characteristics of the lung images, which are 

important for the subsequent classification process. 

 

1) K-NEAREST NEIGHBORS (KNN) KNN is a simple, 

effective instance-based learning method. It classifies samples through how similar they are to the training set. KNN 

is simple yet effective, especially when decision border is irregular. 

2) LIGHT GRADIENT BOOSTING MACHINE (LGBM) 

LGBM employs tree-based learning methods for gradient boosting. Highly efficient and performant, especially 

with huge datasets. LGBM excels at handling unbalanced data, which is prevalent in medical imaging datasets 

3) CATBOOST CatBoost is another gradient-boosting technique optimized for categorical data. Its robustness 

and comprehensive feature combination handling make it ideal for our non-categorical data. Automated missing 
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data management is useful in complicated datasets 

4) EXTREME  GRADIENT  BOOSTING  (XGBOOST) 

XGBoost is a quite efficient and scalable implementation of gradient boosting. Its performance in ML contests has 

made it popular. Speedy and powerful, XGBoost provides fine grained model tweaking control. 

5) DECISION TREES (DT) DT is a simple and interpretable model that partitions data at each node depending on 

criteria. Their usefulness is in comprehending decision-making. It can help medical imaging professionals identify 

classification- relevant charac teristics . 

6) RANDOM FOREST (RF) Theensemblelearning technique RFbuilds manyDTsduring training. Overfitting, a 

problem with single DTs, is reduced, improving classification performance. This robust model handles linear and 

non-linear data well. 

7) MULTINOMIAL NAIVE BAYES (MULTINOMIALNB): 

Naive Bayes’ multinomialNB version handles multino mially distributed data. It assumes feature independence in 

image classification, simplifying computation. This approach works well for classification issues with huge feature 

sets, making it suited for our high-dimensional data. 

8) SUPPORT VECTOR MACHINE (SVM) SVM is a 

sophisticated classifier that finds the optimum hyperplane to divide classes in feature space. It’s versatile and works 

well with high-dimensional data and linear and non linear data. 

 

IV. RESULT 

 

The experimental results validate the efficacy of the proposed AI-based lung cancer detection system. The hybrid 

CNN model achieved an accuracy of 96.5%, outperforming conventional methods. . 

 

 

Sample of the LC25000 dataset images. (a) Benign lung tissues samples, (b) Lung adenocarcinomas samples, (c) Lung 

squamous cell carcinomas. 

Hyperparameters Configuration of the ML classifiers (α learning rate, l leaves, n estimators, d Max Depth, cbt 
colsample_bytree, k n_neighbors). 
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Accuracy and time results of DenseNet201 features in conjunction with ML models. 

Accuracy and time results of DenseNet201features integrated with contour features in conjunction with ML 

models. 

 

 

Accuracy and time results of DenseNet201features integrated with contour features in conjunction with ML models. 

Comparative result of the proposed method with other related works. 

 

 

http://www.ijirset.com/


 

  |www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                           Volume 14, Issue 4, April 2025 

                                    |DOI: 10.15680/IJIRSET.2025.1404512| 

IJIRSET©2025                                     |     An ISO 9001:2008 Certified Journal   |                                      9571 

 

V. CONCLUSION 

 

Conclusion 

The presented research aimed to improve the early detection and classification of lung cancer (LC) by using advanced AI 

methodologies. It combined DenseNet201 for deep feature extraction (FE) with color histogram features and analyzed 

them using various machine learning (ML) algorithms, particularly KNN, which showed exceptional performance. Our 

model, tested on the LC25000 dataset, achieved a remarkable accuracy of 99.68%, outperforming state-of-the art 

models. This high accuracy is crucial due to the high mortality rate and the challenges in the early diagnosis of LC. The 

study also highlights the importance of selecting the right algorithm for specific needs, such as KNN for real-time 

applications due to its efficiency and accuracy and CatBoost for accurate applications despite longer computation 

periods. Furthermore, the integration of multiple FE approaches not only improved classifier discrimination but also 

showed adaptability to other cancers, as demonstrated by its appli cation to the BreakHis dataset of histopathological 

images for breast cancer. This suggests its potential for use in other critical areas of oncology. It clearly recognizes the 

trade offs between computational efficiency and classification accuracy and the difficulties of classifying LC subtypes. 

This emphasizes the need to optimize and develop algorithms and FE approaches. 

 

VI. FUTURE SCOPE 

 

1. Deep Learning Advancements: Integrate advanced CNNs, RNNs, and Transformer models for improved 

image analysis and feature extraction. 

2. Enhanced Dataset Utilization: Expand datasets with diverse patient data and implement robust data 

augmentation for better model generalization. 

3. Improved Diagnostic Accuracy: Focus on early- stage detection, subtype classification, and risk 

stratification using advanced algorithms and combined data sources. 

4. User-Friendly Clinical Tools: Create intuitive GUIs and ensure rigorous clinical validation for practical 

application in medical settings 

5. Cloud-based Scalability: Deploy solutions to cloud platforms to enable remote access and increase 

processing power. 
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