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ABSTRACT: Program behaviour prediction is essential for confirming program attributes and guaranteeing system 

dependability. The interleaving of execution pathways caused by features like concurrency and resource restrictions 

makes it especially difficult to understand the behaviour of large software systems. As a result, it might be quite 

difficult to predict how such software would behave. We provide a Software Behaviour Prediction (SBP) model that 

fully captures and precisely forecasts software behaviour to overcome this difficulty. The SBP model increases the 

precision and effectiveness of recognising target states or software behaviours by utilising the machine learning ideas 

of Multi-label Classification (MLC) and Long Short-Term Memory (LSTM) networks. In addition, we present a 

threshold determination technique intended to increase MLC task accuracy. In real-world applications, our SBP model 

can comprehensively and iteratively forecast the states in subsequent execution path moments, doing away with the 

requirement to analyse the software's starting state. This feature makes it possible for our method to forecast software 

behaviour more accurately and effectively than the baseline models. The outcomes of the experiment show how well 
the SBP model predicts several simultaneous behaviours in intricate software systems. Furthermore, the SBP model 

outperforms the baseline approaches in terms of resource efficiency. These results demonstrate the SBP model's 

applicability and potential influence in real-world situations, providing encouraging paths for strengthening software 

design methodologies and boosting system dependability. 

 

KEYWORDS: Software behaviour prediction, multi-label classification, long short-term memory, software design 

model 

 

I. INTRODUCTION 

 

To ensure accuracy and dependability, software design is the process of analysing, diagnosing, and comprehending 
software systems in order to obtain insight into their behaviour [1]. A key component of this procedure is recording 

software behaviour under varied conditions. Software behaviour prediction is essential for maintaining liveness, safety, 

and preventing deadlocks [2]. Features like concurrency and resource limitations make it harder to understand 

behaviour in software systems that are getting more complex, which can result in flaws, race situations, and deadlocks 

[3].  

 

Formal approaches [4] define, create, and validate the software systems using mathematical models. Expert 

judgement uses domain knowledge to forecast software behaviour, whereas probabilistic modelling approaches use 

models like Bayesian networks or Markov chains to depict software behaviour, efficiently incorporating uncertainties 

and variances. To simulate and analyse behaviour in various contexts, a software behaviour model may use formal 

models like reachability graphs, Petri nets, and finite state machines.  
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More complex structures like concurrency and loops can be handled via the Petri net (PN) paradigm [5]. As 

seen in a reachability marking graph (RMG), a reachable marking of the PN acts as a snapshot of the program 

behaviour at a particular moment in time. However, the first step in analysing the states on the RMG is to start with an 
initial marking, represented by M0, which represents the software's initial state. To find the target states, designers then 

follow each of the RMG's sub-paths. Sequences of marks, beginning with M0 and moving through M1, M2,..., Mt, 

where t indicates the precise time of the state, are used to depict these goal behaviours. Notwithstanding the usefulness 

of reachability graphs, structural complexity makes it difficult to find target states in an RMG. It might be challenging 

to identify consistent marking sequences when concurrent pathways lead to interleaved transitions and dependencies. 

The search method is further complicated by branching behaviours and cycle non-linearities brought on by the RMG's 

high number of fan-out nodes. As a result, identifying the goal states in the RMG necessitates navigating a complex 

network of potential software behaviours, which frequently causes delays and inefficiencies in the research procedure.  

 

The adaptability and efficiency of multi-label classification (MLC) [6] have been demonstrated by its 

widespread use in a variety of fields, such as text classification [7-8] and sequence creation [9-12]. However, since a 
single input instance may be linked to several output labels, it becomes difficult to anticipate the correctness of every 

output label in the MLC task. A greater anticipated probability value [13], score-based and rank-based approaches [14], 

and a default threshold of 0.5 [15–16] are some of the approaches that have been put forth to choose the decision 

threshold for the MLC problem.  

 

Machine learning methods that can handle time-series data are necessary to predict the sequential state of 

behaviour using past data. Sequential predictions have historically been made using recurrent neural networks (RNNs); 

nevertheless, they have drawbacks including the vanishing gradient issue. To forecast the sequential states of a system 

based on previous data, Long Short-Term Memory (LSTM) [17] networks are favoured due to their capacity to retain 

information across longer sequences. Furthermore, forecasting the software system's next state produces a collection of 

possible future states rather than a single output. Therefore, to correctly record various possible states, the MLC 

technique is required.  
 

The urgent need for accurate sequential state prediction in complex systems, where each succeeding state may 

have several possible outputs, is what inspired this work. These difficulties are made worse by the structural complexity 

brought about by fan-out nodes in the RMG, which result in non-linearities that make finding target states more 

difficult. As a result, finding these states in the RMG requires negotiating a complex and multifaceted space of possible 

software behaviours, which usually causes inefficiencies and delays in the analysis procedure.  

 

The SBP model is a software behaviour prediction model that we provide in this work with the goal of 

capturing and forecasting all software behaviours. To improve the accuracy and dependability of the MLC job, our 

suggested SBP model combines the MLC and LSTM networks and adds a threshold determination technique. The use 

of the J-index in the MLC framework, which offers a reliable indicator for assessing and improving the performance of 
the MLC models, is a distinctive feature of our methodology. This combination helps to efficiently explore software 

behaviour by predicting software behaviour more accurately. Petri nets are useful for modelling and organising system 

behaviours when using the PN model to assess program behaviour. However, an RMG is necessary in order to analyse 

the behaviour of complex systems. Using machine learning techniques, the SBP model was created to mimic the 

RMG's capabilities. SBP might forecast software behaviours without requiring direct access to the original RMG by 

training machine learning algorithms to anticipate and analyse software behaviours. By allowing predictions to be made 

at 𝑂(1) speed, this method improves efficiency, especially in situations when the system does not explicitly define 

certain behaviours.  

 

The SBP model, which is intended to capture and forecast all potential software behaviours and improve the 

effectiveness of finding target states or behaviours inside the program, starting with any state, is one of the paper's 
primary contributions.  

 To correctly categorise states, we included machine learning methods, particularly multi-label classification 

(MLC). To identify lengthy data sequences in the reachability marking graph (RMG), a Long Short-Term 

Memory (LSTM) network is also used. 
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 We presented a brand-new technique for figuring out the classification threshold needed to correctly 

categorise states in the suggested SBP model. This approach improves the MLC task's precision and 

dependability, which helps produce more accurate software behaviour predictions.  

 When applied to two software benchmark datasets, the experimental results show that the SBP model 

outperforms baseline models in terms of performance and resource efficiency. These findings demonstrate the 

SBP model's potential for useful applications in real-world situations by highlighting its ability to reliably 

forecast software behaviour and its benefit in resource-constrained contexts. 

 

II. METHODOLOGY 

 

In this section, we describe our proposed methodology in detail. First, we present the data preparation. We then explain 

the details of SBP model construction and present the threshold determination method to construct our Software 

Behaviour Prediction SBP, we divided our methodology into three phases, as shown in Fig. 1.  

 
In the first phase, the dataset was prepared using target software modelling. In the second phase, an SBP 

model was constructed and trained using the prepared dataset. During the training process, we evaluated the learning 

performance of the SBP model by considering poor model performance or potential problems such as overfitting or 

underfitting. If problems arise, we return to the previous step of preparing a new dataset and repeat the training process 

until the SBP model is well-trained. Subsequently, in the MLC task, the classifying threshold was computed for the 

well-trained SBP model, and its performance was evaluated according to the evaluation metrics. If the model does not 

perform well, we would reconstruct both the dataset and the model. If the model performs well, it becomes the SBP 

model that is ready to use. 

 

 
 

Figure 1. Proposed Framework 
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A. Data Preparation 

In this section, we present software modelling using the RMG of the PN model, which is a fundamental tool for 

capturing and analyzing software behavior. We then describe the preparation process for our dataset, which involves 
collecting sub-paths from execution paths to create a comprehensive dataset for the machine learning model. 

 

B. SBP Model Construction 

In this section, we introduce the construction process of the SBP model, which aims to capture the intricate behavior of 

the software and enhance the efficiency of identifying target states in the RMG within them, leveraging principles from 

machine learning, specifically the MLC and LSTM networks. 

 

III. EXPERIMENTAL FINDINGS 

 

A. System Environment 

The proposed model is developed using said hardware system configuration and software required to implement the 
design is shown below. 

 

Hardware System Configuration: 

 Processor: Intel i5 

  RAM   : 8 GB 

 Hard Disk  : 256 GB 

 Key Board  : Standard Windows Keyboard 

 Mouse   : Two or Three Button Mouse 

 Monitor  : SVGA 

 

Software Requirements: 

 Operating system :   Windows 7 Ultimate. 

 Coding Language :    Python. 

 Front-End  :   Python. 

 Back-End  :   Django-ORM 

 Designing  :   Html, css, javascript. 

 Data Base  :   MySQL (WAMP Server). 

 

B. Experimental Results 

The shortcomings of the baseline techniques, especially BR and ML-KNN, were blamed for their poor performance. 

Because the BR model assumes label independence, it may ignore important label interactions that affect prediction 

accuracy, especially in complex datasets. Scalability and performance are impacted by ML-KNN's inability to handle 
high-dimensional data and its sensitivity to the number of (K) closest neighbours. Label dependencies are not captured 

by BR-KNN, which combines label independence with KNN instance-based learning, leading to higher complexity and 

processing costs. These models are less accurate even though they often use less memory. In particular, both models 

need substantially higher runtime for the STM dataset, even though they utilise less memory than our SBP model. In 

order to improve these models, it is necessary to address their inherent limitations by using techniques that increase 

their capacity to manage high-dimensional data for the ML-KNN model, handle label dependencies for the BR and BR-

KNN models, and optimise model parameters for increased predictive accuracy in multi-label classification tasks. Our 

model continuously outperformed the baseline models on the FTL and STM datasets by using the temporal 

relationships and context information included in LSTM networks. Furthermore, by utilising a threshold to choose 

explicit output class labels and transforming the predicted probabilities into binary predictions for each label, our 

threshold determination technique improves the MLC accuracy. The processed results and user interface results are 
shown in below figures. 
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Figure 2. Interface for New user registration 

 

 
 

Figure 3. Login Interface 

 

 
 

Figure 4. Register user details 
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Figure 5. Prediction of software behaviour type 

 

IV. CONCLUSION 

 

The goal of the Software Behaviour Prediction (SBP) model put out in this study is to fully capture and forecast all 

software behaviour. Our model successfully captures and forecasts software behaviour by combining the MLC and 

LSTM networks. The approach explicitly addresses the difficulties presented by complex software systems by 

improving the accuracy of the MLC job using a threshold determination mechanism. In comparison to baseline models 

like BR, ML-KNN, and BR-KNN, the experimental findings indicated that our SBP model offered noteworthy 

improvements, including large reductions in Hamming Loss (HL) and notable gains in Micro-F1 (MF1) scores across 
two sophisticated software benchmark datasets. For sequence prediction tasks, the LSTM-ATT model works quite well, 

although it uses more processing power. In contrast, the SBP model maintains its competitive edge and offers a 

resource efficiency advantage, showcasing its ability to match computational restrictions with performance and its 

resilience in accurately determining thresholds. For situations where accuracy and resource efficiency are crucial, the 

SBP model is therefore the recommended option. Finally, the SBP model offers an approach that can be tailored to 

software systems and represents a notable advance in forecasting individual software behaviours. This adaptability 

guarantees that the behaviour of diverse software systems is accurately captured by the SBP model. In further research, 

we will investigate more uses and expansions of the SBP model to improve its capacity to identify the characteristics of 

software systems and validate software behaviour. Furthermore, to better forecast complex interaction dependencies 

across sequences, we want to use sophisticated deep learning models, like transformers, to understand the software 

behaviour of large-scale systems. These initiatives will improve our comprehension and modelling of complex software 

behaviours, leading to more reliable and expandable solutions. 
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