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ABSTRACT: In the realm of remote control, my preference is computer manipulation through hand gestures. Recent 

strides in technology showcase the feasibility of using manual gestures on Arduino platforms, facilitated by cloud 

computing. A Wi-Fi-based hand gesture computer control system was developed using an ESP-01 Wi-Fi module and 

an Arduino microcontroller, enabling remote control and monitoring without geographical constraints or time 

limitations. The ESP8266 Wi-Fi module played a crucial role in establishing wireless communication with an Android 

application (S Remote) for transmitting commands to regulate domestic appliances. The AT mega 328 AVR series 

Microcontroller R3, lacking built-in Wi-Fi, required the ESP-01 Wi-Fi module for wireless communication and 

programming. The Arduino IDE facilitated programming, incorporating ESP-01 and LCD components. Hand gesture-

controlled robots and PC/laptop hand gesture control systems, both utilizing Arduino technology, exemplify similar 

applications. The Human Machine Interface (HMI) concept involves physical components and software enabling 

communication between users and machines. HMI devices, including LED indicators and touch screens, traditionally 

use keyboards and mice. This research implemented a hand gesture controller using Arduino technology, specifically 

for web browser features, video playback, and VLC media player audio adjustments. The ESP-01 Wi-Fi module, 

configured via AT instructions through a UART serial connection, played a key role in integrating a hand gesture 

system for effective computer control. Users can perform actions like playing or pausing videos and adjusting audio 

amplitude within the VLC media player solely through manual gestures.. 

 

I. INTRODUCTION 

 

Augmented Virtuality (AV) is a subcategory of Mixed Real- ity (MR) which refers to the merging of real world objects 

into virtual worlds. This merging is oftentimes accomplished via 3D-digitizing the real world objects and rendering 

them inside the Virtual Environment (VE) [1]. Modern Tele-Immersion(TI) platforms [2] are actually immersive AV 

applications that 3D reconstruct humans in real-time and embed their avatars inside a shared VE, where they can 

real-time interact with the elements of the VE and the other participants. Typically, AV TI applications produce large 

volumes of visual data in the form of watertight textured 3D meshes, thus, creating a challenging networking scenario. 

In order to cope with this amount of data produced by a TI application, the invention of novel, efficient, real-time, 

and potentially adaptive, 3D compression schemes is highly demanded. However, due to the difficulties of developing 

such decent textured 3D mesh codecs conforming to the aforementioned characteristics, an upgrade to a more efficient 

network infrastructure appears to be an additional necessity. TI applications have very high bandwidth and ultra-low 

latency requirements, in order to allow real- time interactivity. Coincidentally, these requirements comprise some of the 

main targets to be addressed by modern 5G networks. 

 

In order to address all those targets, among other tech- nological advances, the new 5G networks will introduce Mobile 

Edge Computing (MEC) [3] capabilities enabled by Network Functions Virtualization (NFV) and Software Defined 

Networking (SDN). With the help of NFV and SDN, the embedded resources at the mobile network edge are employed 

to offer added value services, improve Quality of Experience (QoE) by moving intelligence at the edge and create new 

business opportunities. In particular, the virtualization capa- bilities offered by NFV and SDN will help media service 

providers to exploit resources from a central point, without being worried about the location of the actual hardware, its 
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maintenance and its vendor. Moreover, orchestration capacity makes it possible to coordinate thousands of resources, 

like unconventional hardware, e.g. GPUs, in fly and on demand. Programmability and automation are two important 

features which change the overall media service behavior towards more automated/intelligent systems able to 

guarantee QoS and SLA compliance with minimum human intervention and error. Dynamic scaling is another 

important advantage enabled by SDN/NFV to optimize resource utilization and reduce OPEX. Furthermore, sharing 

expensive infrastructure among serves tenants/service provides, so called 5G multi tenancy feature, will significantly 

reduce the required CAPEX for service offering. Last but not least, SDN/NFV create an open ecosystem where a full 

choice of modular plug-ins can be easily adapted to customize service offering according to the user needs. 

 

In this paper, we consider a realization of a TI application over the new 5G-network virtualization technologies. The TI 

application presented in this work, constitutes a competitive two-player AV Tele-Immersive video game in which, the 

play- ers’ 3D avatars are embedded inside the game environment. Furthermore, the application allows for live 

spectating of the gaming sessions by a paramount number of interested users distributed around the globe. Given the 

fact the the textured 3D meshes corresponding to the players’ avatars provoke an increased amount of network traffic to 

be circulated among the participants, we propose that 3D media adaptive streaming can be utilized to stabilize the 

QoE of the participating parties and confront QoE drops due to network congestion. Within the context of 5G, this 

scenario can be realized via a network aware media application that implements a real- time adaptive streaming media 

delivery framework via Virtual Network Functions (VNFs). The application-specific VNF that is presented in this paper 

(vTranscoder) is instantiated at the 5G Next Generation Core (NGC) [4] and is responsible for transcoding the textured 

3D mesh of each player to varying levels of quality in real-time to support adaptive streaming for players and 

spectators. 

 

The contributions of this paper is twofold. First, it is one of the pioneering works that studies AV Tele-Immersive 

applications in a 5G network setting and second, it proposes a transcoder VNF to formulate a novel 5G-oriented 

media application architecture, potentially improving the QoE of the application’s users and decreasing the costs for the 

applica- tion’s shareholders. 

 

II. SCENARIO 

 

The envisaged scenario of this paper is the realization of a next-generation AV Tele-Immersive video game. In this 

video game, two players combat for their flags in a typical capture- the-flag setting. Each one of them has the goal 

to capture the opponent’s flag from their base and bring it safely on their own base to score a point. Both 

players are located in special capturing stations equipped with proper hardware and software and they are 3D 

reconstructed in real-time. Their 3D-reconstructed avatars are embedded inside the gameenvironment and placed over 

sci-fi hover-boards. The players are able to navigate inside the game world by using their body posture. Bending their 

knees makes them move forward, while leaning their torso left or right allows them to make turns. Capturing the 

opponent’s flag is accomplished by the player moving over it. Furthermore, the players are given the opportunity to 

release fireballs to each other by using a special gesture of their right arm. By positioning their right arm straight 

backwards, they make the fireball “charge” while stretching their arm forward is releasing the fireball towards their 

opponent. When a player is hit by a fireball a visual effect is triggered that breaks their avatar into pieces, serving as a 

visual feedback for this action. The consequence of the hit is that the hit player is forced to start from scratch: i.e. 

the captured flag is returned to their opponent’s base and their position is reset. A more detailed description of this 

video game can be found in [5], while screenshots are illustrated in Figure 1. 

 

Apart from the players participating in the game, the soft- ware allows other participants to join as “spectators”. The 

spectators can join a live game and watch the action in real- time. Special spectator software is available for different 

types of devices: desktop PCs, phones and tablets. For desktop PCs a standard keyboard mouse interface is given, while 

for phones and tablets an Augmented Reality (AR) mode is available that permits the spectators to view the game 

action from arbitrary viewpoints on a registered planar surface of the real world. 

 

The realization of the aforementioned scenario has to face the following challenges: 

• Supporting a considerable number of spectators, joining from different parts of the globe. 

• Estimate QoE of the players and the spectators by col- lecting live metrics of the gaming session. 

• Maximize the spectators’ and players’ QoE, by sup- porting real-time live adaptive streaming of the players’ 3D 
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avatar streams. This is different than typical pre- stored and pre-encoded content found in standard cases of on 

demand video streaming. Contrariwise, in order to support live adaptive streaming of the players’ 3D avatar 

streams, a real-time textured 3D mesh transcoding service is required. 

• Minimize the latency between the players’ 3D appearance streams and the game’s state by controlling computa- 

tional and network resource utilization. Such a latency minimization contributes to higher QoE for players and 

spectators. 

• Optimize network and computational resource utilization and placement while maintaining a high QoE for 

specta- tors and players. Such an optimization reduces costs for the application’s shareholders. 

 

III. SYSTEM ARCHITECTURE 

 

In this section, we present a network-aware system archi- tecture that covers the realization of the scenario 

described in Section II. The aim of the section is to showcase how modern demanding network applications can benefit 

from the technological advances being brought by the upcoming 5G networks. We begin by introducing the 

application’s compo- nents. Subsequently, we give an outline about the placement of the components and the data 

flow. We continue by giving detailed information about the 3D-Media transcoding service that enables live 3D-Media 

adaptive streaming and finally, elaborate on the deployment of the application on 5G NGC. 

 

A. Application Components 

The AV Tele-Immersive video game application considered in this paper consists of the following software 

components: 

 

1) A dedicated 3D reconstruction component (referred as “3D-Reconstructor”) instantiated once for each player at 

the corresponding capturing station with the responsibil- ity to gather RGB-D frames from depth sensors and 

fuse their data to produce a textured 3D-Mesh representation of the player. This representation is later 

embedded inside the game environment. 

2) A body-pose recognition component (referred as “Body- pose recognizer”) with the responsibility to provide 

3D skeletal information about the captured player using motion capture technology. 

3) A dedicated game server component that is responsible to synchronize the game state across players’ and 

spec- tators’ clients. 

4) A player client component, instantiated once for each player, with twofold responsibility. First, to translate the 

skeletal information provided by the body pose recog- nition component to game specific commands, allowing 

the players to navigate inside the virtual environment and release fireballs to their opponents. Second, to 

visualize the current game state with the additional embedding of the 3D reconstructed avatars of the players 

inside the game world. 

5) A desktop PC spectator client component which can join a live game being played in a game server and 

enables live free viewpoint spectating of the game action. 

6) A spectator client component designed for smart-phones with functionality similar to the corresponding 

desktop component. This software component is properly opti- mized for mobile screens. 

7) A spectator client component designed for tablets that additionally allows spectating live game action in AR 

mode. 

8) Dedicated 3D Transcoder components (referred as 3D- Media transcoders), that transcode the textured 3D 

re-constructed Meshes of the players in various qualities in real-time to allow live adaptive streaming of the 

3D content to the players’ and the spectators’ clients. 

 

B. Software component placement and data flow 

Depending on the different aspects of the application’s scalability, various component placement strategies may be 

employed. In the present paper, we mainly focus on a strategy that will enable a considerable amount of spectators to 

join a single game session and from any device. The placement of the software components are presented first and the 

data flow between the components is given second. 

 

1) Component Placement: 

• 3D-Reconstructors: They are deployed on dedicated PCs located at the players’ capture stations. 

• Body-Pose Recognizers: Similar to 3D-Reconstructors, they are deployed on PCs located at the players’ 
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capture stations. 

• Game Server: The game server is considered to be deployed on the application shareholders’ premises. 

• Player Clients: They are deployed on PCs located at the players’ capture stations. 

• Spectator Clients: They are deployed on PCs/phones/tablets located anywhere. 

• 3D-Media Transcoders: They are deployed as VNFs on the 5G network NGC infrastructure and their 

instantiation and placement is managed by the 5G network’s manage- ment and orchestration module, based 

on hints provided by the application. 

 

2) Data flow: The logical data flow communications be- tween the different application’s components are as 

follows: 

• Local player’s 3D-Reconstructor → Local Player Client: The 3D avatar representation of the player that was 

reconstructed at the capture station is transmitted to the local player’s client for the visualization of self- 

representation inside the game. 

• 3D-Reconstructor → 3D-Media Transcoders: The 3D avatar representation of the players, that were recon- 

structed in the capture sites, are transmitted to the 3D- Media Transcoders that take over the transcoding action 

enabling adaptive streaming for the remote player and the spectators. 

• Local player’s Body-pose recognizer → Local Player Client: The 3D skeletal information produced by the 

Body-pose recognizer is transmitted to the local player’s client in order to translate it to game specific 

commands. 

• Player Clients ↔ Game Server: A bidirectional data flow is established between the player clients and the 

game server for synchronizing the players’ game commands and overall game state. 

• Game Server → Spectator Clients: Spectator clients receive game state updates from the game server and 

visualize the game world in a consistent manner. 

• 3D-Media Transcoders → Player Clients: Player Clients receive the 3D avatar representation of the remote 

player from the 3D-Media Transcoders in an adaptive way. 

 

 
 

Fig. 2. F L O W C H A R T  O F  G E S T U R E S  
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• 3D-Media Transcoders → Spectator Clients: Spectator Clients receive the 3D avatar representation of both 

players from the 3D-Media Transcoders based on the adaptation logic of the application. 

 

In addition to the previous description, it is important to clarify that the traffic corresponding to the 3D reconstructed 

avatar representation of the players does not pass through the game server. This avoids the unnecessary delay that 

would be introduced to the 3D appearance streams by the game server when redirecting the traffic, at the cost of non 

explicit game- state to visual representation synchronization. Instead, the players’ and spectators’ clients directly 

receive the 3D traffic through the 5G network and not from the game server. This solution scales better as the number 

of spectators increases. In Figure 2 the logical data-flow communication between the application’s software 

components are summarized. 

 

C. 3D-Media Transcoders 

The task of 3D-Media Transcoders is to re-encode the high quality input textured 3D mesh stream to various 

qualities, in real-time, in order to enable streaming adaptation for the users of the game service improving their overall 

QoE. Each consumer of the 3D stream (player and spectator clients) has different optimal QoE conditions, 

depending on device capabilities (such as device processing power in order to real-time decode the stream, screen 

size, etc.) and current network conditions. The input and output 3D streams of the transcoders consist of two 

components: 3D geometry and textures. The transcoding of the 3D stream is performed in its two components 

independently and various final qualities can be produced by combinations of the qualities of the individual this extra 

delay is compensated by the reduced size of the output data, which can propagate faster through the network. 

Furthermore, depending on the available hardware of the compute nodes that host the 3D-Media Transcoders, it is also 

possible that apart from traditional CPU-based transcoders, other implementations can utilize GPUs, to either further 

reduce the transcoding processing time of a single quality, or produce multiple qualities in the same unit of time. 

 

D. 5G network deployment 

The scenario and technologies proposed in this paper are focused to the efforts towards providing a SDN/NFV 5G 

mobile packet core [6], where components are going be deployed, with users connected through the 5G radio access 

network [7] or fixed access networks. When deploying the presented game service to a 5G network infrastructure, addi- 

tional communication is required between the 5G network’s management and orchestration service and a special 

software component of the application which is responsible for collect- ing relevant measurements and QoE metrics 

from the players’ and spectators’ clients, as well as appropriate information from the 3D-Media Transcoders. 

 

Each of the vTranscoders will be deployed as a software VNF in one of many cloud node locations in the Network 

Function Virtualisation Infrastructures (NFVIs) managed by the Service Virtualisation Platform Operator which has 

been contracted by the TI Game Service Provider to manage the deployment of the service. Each potential cloud node 

for running a vTranscoder will have different characteristics in terms of its location, capabilities and costs. The 

potential locations include edge nodes co-located with access networkcharacteristics vary in terms of the computational 

and storage capacity and whether specialised hardware such as GPUs are available. The cost of deploying a service in a 

particular cloud locations depend on the price offered by the cloud provider. Resource-constrained edge nodes are 

likely to be of higher cost than large-scale central cloud node locations. 

 

The Platform Operator will optimise the deployment of the vTranscoders to maximise Quality of Experience 

within a cost budget determined by the Service Provider. A naive approach would be to deploy vTranscoders as close as 

possible to each of the players. This would ensure that the 3D Mesh streams are compressed as early as possible 

along the paths to the other players. However, the closest cloud nodes may be costly or may not have the 

computational resources available to compress the 3D Meshes to levels suitable for transmission over the bottleneck 

links. Furthermore, if there are several players in a geographical region it may be possible for them to share a 

vTranscoder node in a location with higher computational capacity at a lower cost than deploying indi- vidual 

vTranscoders for each player. Placement optimisation decisions such as these will be made by the Platform Operator 

according the the predicted and actual demand from players and as background network traffic levels vary reducing the 

throughput on some paths. 

 

On top of this, the 5G infrastructure can additionally opti- mize the routing of the traffic to avoid unnecessary duplicate 

traffic flow across different geographical regions. This will help to establish network slicing [8] for media services 
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when required. Deployment costs for the application’s shareholders, for a target level of consumers’ QoE, can also be 

minimized by carefully favoring spending computational resources over network resources, or vice versa, depending on 

all the pre- viously described factors that are imposed by the consumers. The result is an architecture capable of 

providing an optimized service, considering the requirements posed and based on user perceived experience.being 

deployed to any 5G infrastructure, further improving the quality of the game service. 

 

IV. CONCLUSION 

 

In this work, a system architecture to support live 3D- Media Transcoding in the deployment of a next-generation AV 

Tele-Immersive video game service over 5G networks, was presented. Initially, the challenges of realizing such an 

application were introduced. Subsequently, all the software components of the application along with their placement 

and logical dataflow communications were described in detail. By leveraging the virtualization capabilities of the next 

generation 5G networks, we propose that the 3D-Media Transcoders are packaged into application specific VNFs with 

clear benefits for the application’s shareholders and the end users. As instantiation and placement of the VNFs are 

managed by the 5G infrastructure, their scalability and placement can be optimized to offer higher QoE to the end 

users while reducing costs for the application’s shareholders. While in this work we focused on optimizing the 

distribution and the quality of the 3D traffic, in the future, the 3D-Reconstructor components and the game servers could 

also be moved to specialized VNFs 
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