
International Journal of Innovative Research in Science 

 Engineering and Technology (IJIRSET) 

(A Monthly, Peer Reviewed, Refereed, Scholarly Indexed, Open Access Journal) 

 

         Impact Factor: 8.699 Volume 14, Issue 2, February 2025 

 

 



|www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                               Volume 14, Issue 2, February 2025 

                                              |DOI: 10.15680/IJIRSET.2025.1402007| 

IJIRSET©2025                                      |     An ISO 9001:2008 Certified Journal   |                                          1051 

AI-Enhanced Data Engineering: Leveraging 

Deep Learning for Advanced Data Cleansing 

and Transformation 
 

Sunil Kumar Mudusu 

Lead AI Data Engineer, Church Mutual Insurance Company, S.I, USA 

 

ABSTRACT: In this paper, we study the integration of the deep learning techniques into the data engineering for the 

advanced data cleansing and transformation. Using AI, the study explores how these methods apply automation in 

identifying and fixing data inconsistencies, missing values and outliers, creating a more accurate and accurate data for 

further analysis and business intelligence purposes. 
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I. INTRODUCTION 

 

A deep learning and especially an AI revolution is taking place in the field of data engineering, and in this field 

particularly in cleansing and transforming data. AI technique is applied to automate and enhance data preprocessing 

tasks in this paper for better quality and usability of data for downstream analysis. The research of the project is based 

on advanced methods of data engineering with deep learning algorithms.  

 

II. LITERATURE REVIEW 

 

There has always been an issue with data quality in big data especially when it comes to the unstructured data. With big 

data analytics coming to something big, machine learning and AI technologies emerged as the means of managing 

these issues. There has been recent research in frameworks addressing the hurdles in data governance and a necessity of 

having particular tools that suit large volumes, complex data sets.  

 

Traditionally, clean and transform data using these AI solutions like supervised or unsupervised learning models have 

been done at a greater efficiency compared to standard methods [1]. In particular, deep learning models have been more 

and more reported for data cleansing tasks. However, these models can find the mistakes, missing values and 

inconsistency in a large dataset.  

 

As they are able to process and analyze the messy, high volume of data, they are an asset in making sure the data is 

clean and reliable for analysis [2]. Nevertheless, researchers point out that without a proper data preparation, models 

are prone and biased to make mistakes to gain incorrect or inaccurate insight. Automated data cleaning and model 

tunings have therefore become indispensable in the data transformation process towards the machine learning [3][4]. 

 

Cloud computing (which facilitates the integration into the big data workflow) further provides for the scalability and 

performance of data engineering based on AI. Infrastructure to manage huge dataset and run the complex AI models 

using cloud platforms are available. This means the cloud computing has become the fundamental enabler of AI driven 

data transformation, in particular in the industry, which is focused on healthcare and finance, where the data privacy 

becomes the critical part. They take care of business and help these businesses to process and transform large data sets 

in real time and still maintain compliances with industry standards and regulations [5][6]. 

 

Not only are the technical advantages advantageous, but as a result of AI imbued data transformation, it raises ethical 

issues in particular with respect to data privacy as well as possible biases [7][8]. The research on explainable AI (XAI) 

based on the transparency and fairness of AI systems is especially important in high stakes application industries. As AI 

technologies embed into data engineering process, it becomes important to ensure that ethical data handling and 

accountability [9]. 
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Finally, it’s worth noting that the data cleansing and transformation are greatly accelerated and improved by AI and 

machine learning and provide automated, scalable answers [10]. Despite this introduction, an issue of effective 

governance and ethical frameworks are required in order to adequately create and maintain transparent, fair, and 

compliant with industry standards AI systems. 

 

Table 1. Summary of Literature Review 

 

Source Key Focus Key Findings 

[1][3] Quality issues  It builds a data quality lifecycle framework that surrounds big data and machine 

learning environment. 

[2][4] Data engineering Shows the use of AI in transforming data and the integration of the same with the 

machine learning models. 

[5][7] Data cleaning It is a discussion of how machine learning based approaches to automatically clean big 

data. 

[6][10] Data preparation  The main issues in machine learning research should be data integrity and ethical 

concerns. 

[8][9] Data 

transformation 

It demonstrates the effectiveness of data transformation tasks performed by decision 

support systems using AI. 

 

III. RESULTS 

 

We have a good understanding of the effect of AI enabled data engineering on data cleansing and transformation on 3 

datasets, based on the result of the case studies. Because of the reliance of these types of industries on large scale data 

and the necessity to have high quality transformed datasets making decisions for the business, these industries were 

chosen. 

 

Descriptive Statistics 

The performance of the data transformation included time taken on each dataset, percentage of data cleaned, and 

accuracy of the data transformation and were quantified to provide insight regarding the impact of AI on data 

transformation efficiency. The means and standard deviations of each metrics all three case studies are calculated below 

Cleaned Data Percentage (C%) 

 

C% = (Cleaned Data Points / Total Data Points) * 100 

Processing Time (T) 

 

T = Total Time Spent / Total Datasets 

Accuracy (A%) 

 

(Correctly Cleaned Data Points / Total Data Points) * 100 

 

Here we present the key data for the three case studies in the following table: percentages for cleaning data, processing 

time, and accuracy for each case study. 

 

Table 2. Metrices of case studies [11][12] 

 

Case Study 
Total Data 

Points 

Cleaned Data 

Points 

C% (Cleaned Data 

Percentage) 

Time (T) - 

Hours 

Accuracy 

(A%) 

Amazon Product 

Review  
1,000 850 85% 4 92% 

Twitter Sentiment 

Analysis 
1,500 1,250 83.33% 5 90% 

Data from Kaggle 2,000 1,800 90% 6 95% 
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In the case of Kaggle (Case study 3), it is evident from the bar chart that Health Data on Kaggle attained the maximum 

percentage of cleaned data at 90%. This indicates that it was very effective cleaning for this health-related dataset or the 

least that the preprocessing method applied to this dataset is not rich. However, when analyzing Twitter Sentiment 

Analysis Dataset (Case Study 2), there is more optimization cleaning percentage which is a little bit less than the 

83.33%, thereby showing the areas that might have been abused in unstructured or noisy data.  

 

A line chart which indicates Time, the other case studies needed lower time (5 hours) comparing to Health Data from 

Kaggle (Case Study 3), achieving the highest cleaning percentage. It can imply that the health data set was complex and 

needed to be pre-processed further.  

 

On the other end, Case Study 1, Amazon Product Review dataset was the least time consuming (4 hours) but it could 

not achieve a higher cleaned data percentage (85%). This implies that that while this is faster for this case study, the 

cleaning method maybe was not as complete or the data was less challenging. 

 

The highest accuracy in the accuracy line chart that is known to me is Health Data from Kaggle (Case Study 3) with 

95%, this is as expected as has Highest cleaned data percentage as shown below. Other cases like, Amazon Product 

Review Dataset (Case Study 1), also showed 92% accuracy and lagged behind slightly but it took shorter time for them 

to be cleaned. Twitter Sentiment Analysis Dataset (Case Study 2) with low cleaning percentage and accuracy (90%) 

implies that though it worked well, the methodology could be improved to get better results. 

 

 
 

The python output of the above sample will be as follows. 
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Amazon Product Review Twitter Sentiment Analysis Data from Kaggle

Metrices

C% (Cleaned Data Percentage) Time (T) - Hours Accuracy (A%)
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Table 3. Sample Output 

 

Review Sentiment Sentiment Category 

The product is too good. 0.5 Positive 

It could not have been a worse purchase. -0.8 Negative 

The product is great. 0.7 Positive 

The product can be improved. 0.1 Positive 

 

Such an approach can be used to analyse large datasets of customer feedback and can be furthered with more 

sophisticated models for greater accuracy. 

 

IV. CONCLUSION 

 

This research illustrates the ability of AI and deep learning techniques towards data engineering in the processes, and in 

this case on the data cleaning and transformation processes. The study shows that AI driving models can achieve 

significant improvement in data quality, and speed up the processing time, and make better decision in the complex 

data environment, and make the data pipeline be more efficient. 
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