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ABSTRACT: Let F € {R, C, H}. Let U,,»,, be the set of secondary unitary bimatrics in Fy,x,, and let 0, ., be the set of
secondary orthogonal bimatrices in F,y,. Suppose n = 2. we show that every Ag € F,«, can be written as a sum of
bimatrices in ‘U, «, and of bimatrices in O, y,. let Ag € F,,», be given that and let k > 2 be the least integer that is a
least upper bound of the singular values of Ag. When F=C, we show that Az can be written as a sum of £ bimatrices
from U, xp-
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I. INTRODUCTION

Matrices provide a very powerful tool for dealing with linear models. Bimatrices are still a powerful and an
advanced tool which can handle over one linear model at a time. Bimatrices are useful when time bound comparisons
are needed in the analysis of a model. Bimatrices are of several types. We denote the space of nxn complex matrices by
Cnxn. For A € Cpyp, AT, A%, A*, A~ and det( A)denote transpose, secondary transpose, conjugate transpose, inverse and
determinant of 4 respectively. If AAT = ATA =1 then 4 is an orthogonal matrix, where I is an identity matrix. If
AVATV = VATV A =1 or AAS = ASA =1 Where V is a permutation matrix with units in its secondary diagonal, A5
is an secondary orthogonal matrix. In this paper, we study secondary orthogonal bimatrices as a generalization of
secondary orthogonal matrices. Some of the properties of secondary orthogonal matrices are extended to secondary
orthogonal bimatrices. Some important results of secondary orthogonal matrices are generalized to secondary
orthogonal bimatrices.

II. PRELIMINARIES

Definition 2.1 [7]
A bimatrix Ap is defined as the union of two rectangular array of numbers 4; and A arranged into rows and
columns. It is written as Ay = A; U A, with A; # A, (except zero and unit bimatrices) where,

1 1 1 2 2 2
aiy A 0 Qip apy A4y ot Qip
1 1 1 2 2 2
a a “ee a a a s a
1 1 1 2 2 2
An1 Amz " Qmn An1 Amz " Qmn

"U " is just for the notational convenience (symbol) only.

Definition 2.2 [7]

Let Az = A, U A, and Cy = C; U C, be any two m x n bimatrices. The sum Dy of the bimatrices Ag and Cj is
defined as

Dp=Ap+Cp= (A3 UA) +(CLUC) = (4 +C)U (A + ()
Where 4; + C; and 4, + C, are the usual addition of matrices.
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Definition 2.3 [8]
If A = A; UA, and Cy = C; U C, be two bimatrices, then A and Cp are said to be equal (written as Ap =
Cp) if and only if A; and C; are identical and 4, and C are identical. (That is, A;= C; and 4> = C>).

Definition 2.4 [8]
Given a bimatrix Az = A; U A, and a scalar A, the product of 1 and A written as A4 is defined to be

Aal,  Aal, - Add, Aa?,  Ad?, - Ad?3,
AA, = |20z 2z Adzy |y Aaz1  Adz Adzy
Aal, Aal, - Aadk,l lAa?, 2d?, - Adi,

That is, each element of 4; and 4, are multiplied by A.

Remark 2.5 [8]
If A = A; U A,be a bimatrix, then we call 4; and A4, as the component matrices of the bimatrix 43.

Definition 2.6 [7]
If Az =A, UA, and Cz = C, UC, are both n x n square bimatrices then, the bimatrix multiplication is
defined as, Ag X Cg = (4,C;) U (4,C,).

Definition 2.7 [7]
Let AP*™ = A; U A, be a mxm square bimatrix.
We define [V = [X™ y [MXM = [XM y [TXT 14 be the identity bimatrix.

Definition 2.8 [7]
Let AZ™™ = A; U A, be a square bimatrix, Ap is a symmetric bimatrix if the component matrices 4; and A4
are symmetric matrices. i.e, 4; = AT and 4, = AL.

Definition 2.9 [7]

Let AR™™ = A; U A, be a mxm square bimatrix i.e, 4; and A, are mxm square matrices. A skew-symmetric
bimatrix is a bimatrix 4 for which A = —A%, where —A% = —AT U —A7 i.e, the component matrices 4; and 4> are
skew-symmetric.

Definition 2.10[4]
A bimatrix Ag = A U A, is said to be unitary bimatrix,
if AgAy = AgAg = I (or) (4147 U A,A%) = (A1A, UASA) =1, U L.
(That is, the component matrices of A are unitary.)
That is, Ay = Ag* (or) (43 U 43) = (A71 U 4A31).

Definition 2.11 [5]
A bimatrix Ag = A; U A, is said to be orthogonal bimatrix,
if AgAL = ALAg = I (or) (4, AT U A,AT) = (ATA, UATA) =L UL,
(That is, the component matrices of 4z are orthogonal.)
That is, AL = Az (or) (AT U AT) = (A71 U A3Y).

III. SECONDARY ORTHOGONAL AND SECONDARY UNITARY BIMATRICES

Definition 3.1 [6]

A bimatrix Ay = A; U A, is said to be secondary orthogonal bimatrix, if AgVzALVy = VgALVpAg = I or
ApA3 = A3 Ag = I where Vg is a permutation bimatrix with units in its secondary diagonal.
(That is, the component matrices of 4z are secondary orthogonal.)

That is, A3 = Az* (or) (45 U 43) = (47T U 4A7Y).
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Remark 3.2

Let A = A; U A, be a secondary orthogonal bimatrix. If 4; and A4, are square and possess the same order
then A3 is called square secondary orthogonal bimatrix, and if 4; and 4> are of different orders then A3 is called mixed
square secondary orthogonal bimatrix.

Example 3.3
4 2 1z
- ;0 3 3
(1) Ag=|_% 3 ¢|V % § —% is a square secondary orthogonal bimatrix.
5 5
0 0 1 2 2

_2
3 3
o 0 1 0 0
2) A = [sm cos ] U|0 cos8O —sin@|isamixed square secondary orthogonal bimatrix.
cos@ —siné .
0 sinf cos@

Definition 3.4[4]

Let Az = A; U A, be an n X n complex bimatrix. (A bimatrix Ay is said to be complex if it takes entries from
the complex field). A3 is called a secondary unitary bimatrix if AVzA}Vs = VyAsVeAg = Iy (or) Ap° = AgL.

That iS, A1V1A;V1 U AZVZA;VZ = VlAilel U V2A;V2A2 = 11 U 12.
Example 3.5

L i, a4 14
4y =04, =2 v

e 1-i ] is a secondary unitary bimatrix.

In this paper, we have determined which bimatrices (if any) in C,x,can be written as a sum of secondary
unitary or secondary orthogonal bimatrices. We let U, «, and O,, are the set of secondary unitary and secondary
orthogonal bimatrices in the complex field. We begin with the following observation.

Lemma 3.6

Let n be a given positive integer. Let G € F,,,, be a group under multiplication. Then Ag € F, 4, can be
written as a sum of bimatrices in G if and only if for every Qg, Py € G, the bimatrix QpApPp can be written as a sum of
bimatrices in G.

Notice that both U,,«,, and O, are groups under multiplication.

Let a4, a, € F be given. Then lemma 3.6 guarantees that for each Qp € G, we have that a;Q; U a,Q, can be
written as a sum of bimatrices from G if and only if @;1; U a,I, can be written as a sum of bimatrices from G.

Lemma 3.7
Let n > 2 be a given integer. Let G C F,,,, be a group under multiplication. Suppose that G contains Kz =
diag(1,—1,...,—1) and the permutation bimatrices. Then every Ag € F,, can be written as a sum of bimatrices in G

if and only if for each aq, @, € F, a1, U a,l, can be written as a sum of bimatrices from G.
IV. SUM OF SECONDARY ORTHOGONAL BIMATRICES IN Crxn

The only bimatrices in the set of all secondary orthogonal bimatrices of order 1 are £1. Hence, not every
element of F; 4, can be written as a sum of elements in the set of all secondary orthogonal bimatrices of order 1. In fact,
only the integers can be written as a sum of elements of the set of all secondary orthogonal bimatrices of order 1.

Notice that U, = {€‘%1;6, € R} U {e!?;0, € R

Set Cp, = (Cy U CY) = {e'% + e'F1;0,, B, € R} U {e®2 + e'P2;0,,B, € R}.

If 64, 0,, B4, f» € R are given, then |ei91 + ei31| < Zandlei‘q2 + eiﬁzl <2

Hence, (C7UCY)) c (AU AY) ={Z, €C;|Z,| <2}u{Z, € C;|Z,| <2}

We show that (A7 U A}) c (CI'UCY).Let0 <r, <2and 0 <r, < 2 are given.

Set B, = —6,, 5, = —0, and Choose 8, and 6, so that, 2 Cos 6; = r; and 2Cos 6, = 1>.

Then e'%1 + ¢7¥%1 = 2C0s0; =1, and % + e~1%2=2Co0s 6, = 1,,.

If 2z =ne% and z, =re’2, then choose B, = —6; +26;;8, = —6, + 28, and choose 6,6,
so that 2Cos(0, — 8;) = r; and 2Cos (0, — 6,) = 15.

IJIRSET©2025 | AnISO 9001:2008 Certified Journal | 3316



http://www.ijirset.com/

ﬂqgﬁ International Journal of Innovative Research of
[FIT:IJ=j Science, Engineering and Technology (IJIRSET)

Impact
Factor

8.699

|www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710|

Volume 14, Issue 3, March 2025
|DOI: 10.15680/IJIRSET.2025.1403194|

Let k = 2 be an integer.
Set Cg, = (CFUCH) = {Z?zleie};ef €ER forj = 1,...,k}

U {Z?zleielg;ejz ER forj = 1,...,k}
and set Ag, = (A¥ UAY) = {z, € C;|z,] <k} U {z; € C;|z,| <k}
We show that for each k, we have (A% U 4%) = (Ck u Ck).

First, notice that for each &, we have (CFuC))c (4¥u4k). We now show that

Aku Ak c(ckuch. If z =reP;z, =retfz with 1,75, BB €R and 1,1, >0, then e +
. . . . . . . i(6 - i( 6 -

e+ . +elfk =reih1; e 4 o934 ek =reif2  if and only if el( '-4) +...+e’( ) =r;

el6i-B2) 1 . 4eil6i=F2) = p, 1)

Hence, (z;, = 1€, 2, = e'f2) € (CF u €f) ifand only if 1y, 7, € (CF U C5).

: . -l -l
For (01,..., 6% 6%,....,00) € R, set fH(61,...,08) = e+ +e%. £1(4],....0, ) =" +..+€%;

fE6%,...,08) = el 4. telifk.

The case k=2 has already been shown. Let k =3, and suppose 0 <7, <3;0<r7, <3 Set (6},0%) =0 and
set 01 = 01 = —0} and 67 = % = —62.

Then f; (6’11,(921,4931)21+2C0s 0, ; f2(0%,62,0%) =1+ 2Cos 8,, and (6,,6,) may be chosen so that
0<r=1+4+2C0s0,<3;,0<1r,=1+2Cos 6, <3.

We use mathematical induction to show the general case. The base cases k = 2 and k = 3 have already been shown.
Assume that &>3 and suppose that (Cf U CX) = (4 u 4%).

3 in2 :n2 Ln2
Consider fiL,,(01,...,0%,0%,,) = e'%1 + - + ek + e+,
in2 .02 L n2
fk2+1(912' (ARY] 9[%1 9}%1.1) = elel +... +elek + elek+1_

Let z; = ;e and z, = r,e’f2 are given with 0<r, <k+1,0<7, <k+ 1. We show that r;,7, €
(C{‘H-l U Cé{+1).

First, we show that (4} U A}) € (Cf* U C¥*Y). If k is even, choose 03 =...=0i_, = 0;02 =...=02_, = 0 and

1_ _pl_..p2_ _p2_ 1 (p1 1 p91 \— ,if} io} 0. .. F2 (p2 2 02\ _
6} == 29k =m 07 =...= 02 =m Then f1,,(6%,...,0},01,) = e1+... +ek + e¥k+1; £2,,(07,...,02,02,,) =
6 i0
e'’1 4 etv2,

If kis odd, choose 6} =...=6}_, =0; 62 =...=07_, =0and 62 =...= 0} =m; 62 =...= 0 = m. Then
FLL(6L,...,08,01, ) = el +ei03 4 o105, £2 (02,...,02,02,,) = 0% + ¢i07 4 63,

In both cases, notice that (4} U A}) S (CF*! U C¥*1). Hence, we may assume further that ry,7, > 1; that is,
we need to show that (17,7,) € (CFPPuCk Y for1<n <k+1,1<nr, <k+1

Choose 0%, =0;62,, =0, so that fL,(8L...,0808,.)=fi(0L....00)+1; f2,(62...,6262,,)=
f2(67,...,0%) + 1. Now, by our inductive hypothesis, the equation fi1(01,...,01) + 1 =1; fZ(0%,...,08) + 1=,
has asolutionsince 0 <7, —1<k; 0<1,—-1<k.

Lemma 4.1
Let k > 2 be a given integer. Let (A¥ UAX) ={z, € C;|z;| < k}U{z, € C;|z,| < k} and let (CFuC)) =
-0l :n2

{sk 6} €Rforj=1,.. .k} u{Sk, e ;67 € R forj=1,..k}. Then (A% U A) = (Ck U Ch).
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I. The case U, «p
Let a;, &, € C be given. Then there exist an integer k > 2 and 61,03...,0};62,62%...,07 € R such that a; =
fi6:,...,00); a, = f2(62,...,0%). Now, notice that
(a1 U azly) = (fif (61,-..,0001) U (fE(6F,...,09)]3)
= (ei91111+...+e"91111) U (ei9%12+...+e"97312)
is a sum of matrices in U, xp-
When n=1, every a;, a, € C can be written as a sum of elements of the set of all secondary unitary bimatrices

of order 1. When n > 2, Lemma 3.7 guarantees that every (4; U A;) € C,,«n can be written as a sum of matrices in
unxn *

Lemma 4.2

Let n be a given positive integer. Then every (4; U A,) € Cpxy, can be written as a sum of matrices in U,y p-
Proof

Let (A; U A;) € Cp«p be given. We look at the number of matrices that make up the sum (4; U 4,).

Let a;,a,€C be given. If |ay| eyl <k for some positive integer &,  then
(a;, ay) € (A¥ U AK). Moreover, (a;,a;) € (AT U ATY) for every integer m > k.

For any such m, Lemma 4.1 guarantees that there exist 6i,...,0%; 82,....,6% € R such that

a, = e+, +eifh; q, = o074 . 4eith,

However, if |a,|,|a,| < k then ay, a, & (A¥ U A%) and a;, @, cannot be written as a sum of k elements of
U, (0.

Write (4; UA,) = (U, UU,)(Z, U Z)(V; UV,) where (U UU,), (V; UV,) € Cpyy are secondary unitary
bimatrices and

2, = diagg(ai,...,o}) witho >...> o} > 0;

2, = diagg(c?,...,0%) witho? >...> c? > 0.

Let k be the least integer such that oi,02 < k. Suppose that k > 2. Then for each /, we have a}, 0/ €
(A% U A%). Moreover, o}, 02 & (A¥~T U AK™D).

Hence, (A, U 4;) cannot be written as a sum of k-1 secondary unitary bimatrices. However, for each I, we
have o = e+, +e¥lk, g = i +... +ei%k,where each (BL,...,0%); (64,...,02) € R.

Foreacht =1,...,k, set

(Utuud) = diagB(eiellf,...,em?llf) U diagB(einf,...,e""rzw).

Then (Uf U U}) € Cpyp is secondary unitary bimatrix and Y¥_, (Uf U UE) = (2, U X,). Hence, (4, U A,)
can be written as a sum of k£ secondary unitary bimatrices.

Suppose that k=1. If o} =1;02 =1, Then (X; UZX,) = (;UlL) and (4; UA,) is secondary unitary
bimatrix. If o} # 1; 62 # 1,then for each /, we have o}!, 6 € (A} U A}), and (A; U A,) can be written as a sum of
two secondary unitary bimatrices.

Theorem 4.3

Let (A;UA,) €ECuyn be given. Let k be the least (positive) integer so that there exist
(Ut uUd), (U uU2),...,(UFUUY) € Uy satisfying (U U UD+...+(UF U UF) = (4, U 4),).
1. IfA; U A, is secondary unitary bimatrix, then k=1.
2. If A; U A4, is not secondary unitary bimatrix and ¢} (4;) U 6/(4,) < 2 then k=2.
3. If m > 2is an integer such that m < g} (4;) U 67 (4,) < m + 1 then k=m+1.

For positive integers m = k, we have (A% U A%) € (AT* U AT'). Hence, every (U; U U,) € Uy, can be
written as a sum of two or more elements of U,,xy,-

It follows that every (A; U A,) € C,,, that can be written as a sum of k elements of U,,»,, can be written as a
sum of m elements of U,,,.

I1. The case O,y
Let n=2. Let ay, a5, 1, B> € C be given.

az .32] @)

Set (Al(al.ﬁﬂ U Az(az'ﬂz)) = [_aél gi] v [—ﬂz a;
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Choose B, B, such that a + B2 = 1;a% + 7 = 1 and notice that  (A;(Fay, £B;) U A, (tay, +5,)) €
02)(2
Set (A} U AY) = (Al(al,ﬁl) | (az,ﬁz)) and
(A7 U A3) = (A (a1, —B1) U Az(az,—B2))
Then (4} U AY) + (4} U AY) = 2[a; I} U a,Ii!]. Lemma 3.7 guarantees that every (A; U A,) € Cp4, can be
written as a sum of bimatrices from 0,.
We look at the case when n=3. Let a4, a5, 51, B, € F be given.

1 0 0 1 0 0
Set [B;(ay, f1) U By(ay, )] = [0 ay 31] uld a ,le, 3)
0 —-B o 0 —B, a
0(1 0 B1 0 .32
set [C1(ay, B1) U Cy(ay, Br)] = [ l [ ] @)
Bl 0 a; _,82 0 a,
a;
and set [Dy (ay, f1) U Dy(ap, 7)) = [ —B 0!1 l [ -B, az 0] 5)

Choose f8;, 3, so that a? + % = 1;a? + B2 = 1. Then [B;(*ay, £6;) U By(*a,, +8,)], [Ci(Fay, £6,) U
C,(xa,, £85)], and [D;(+ay, £B1) U D,(Fa,, £,)], are all elements of O3y5.

Set (Bi U By) = [By(ay, B1) U By (@3, 2)],
(Bf' U By) = [Bi(—ay, 1) U By(—ay, B,)],
(Clu ) = [Ci(ay, Br) U C(az, B2)],
(ctuc)) =[C(—ay, ) U C(—az )],
(D U D3) = [D;(ay, Br) U Dy (a2, B2)],
And (DY U D7) = [Dy(—ay, B1) U Dy (—ay, Br)].

Then, (B} U B;) — (B UB3) + (C{ U () — (CI'UCY)
+(Dfu D) — (D} U DY) = 2[a I U a1y

Lemma 3.7 now guarantees that every (A; U A,) € C343 can be written as a sum of bimatrices in O55.
Let n»n=2m be a positive even integer, and let &;,6, € Cbe given. Choose
(A1 U A3), (A1' U A7) € Oyxp50 that [(A] U Ay) + (A1 U A;)] = [6:1," U 8,1"].
Set (E{/UE;})=(A]UA;) D... (4] U Ay)(m copies)
and set (E"UE) = (A UAY) @D...8 (A U A))(m copies).
Then(E; U E,), (E' UES") € 05, ., and [(E) + E") U (E; + E;)] = (6,1§™ U 8,15™)
Letn = 2m + 1 = 3 be an odd integer, and let §;, §, € C be given.
Choose (A] U A3), (AT U A}) € O,x,s0 that ((A] + A U (A3 + AD)) = (611" U 8,13").
Also, choose (B U B3), (B{" UBy"), (C{ U (), (C," U C}"),(D{ U D;), (D" UDJ") € O3y3.
Such that [(Bf = BMU(B; —BM]+[(C—CcMHu(C —CMH]+
[(D{ — D) U (D; = Dy)] = (6:1," + 6,1,™)
Set (E{ — E3) = (A{ UA}) ©...0 (4] U A3) @ (B U B)[m — 1 copies of (A] U 43)]
Set (E]UEMN) =(A"UAN @D...0 (AT U A)) @ (—B" U —B,")[m — 1 copies of (A]' U A})],
Set (EMUEM™ =20 2) P (C] U Cz‘)
Set (EfPUE) = —-(IF"2u 2™ @ —(C"u Cy),
Set (EY VE)) = (I 20 ;™) @ (D U DY),
and set (E U E) = —(I2™"2u 2™ 2) @ — (D" U D,").

Then each (E{ U EJ) € Oypyq, and (B U E)+...+(E U EY) = (8,121 U 8,12+,

Hence, for every a4, @, € C and for every integer n = 2, (@;1; U a,1,) can be written as a sum of bimatrices
from O, ,. Lemma 4.2 guarantees that every (4, U A,) € C, x5, can be written as a sum of bimatrices from Oy, .
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Theorem 4.4

Let n > 2 be a given integer. Then every (4, U 4;) € C,x, can be written as a sum of bimatrices from 0,,y,.
Proof

Suppose that (4; U 4,) = [(Q1 + Q") U (Qz + Q2)], where (@1 U @3), (Q1" U Q2") € Opxn-

Then one checks that (4;V;ATV; U A,V,45V;) = (Q1 A5 U Q3435)(4:1Q," U A,Q7), so that (A;V,ATV, U
AV,ATV,) and (V;ATV A, UV,ATV,A,) are similar. Theorem 13 of [3] ensures that (4; U 4;) + (Q15; U Q,S,),
where (Q; U Q) is secondary orthogonal bimatrix and (S; U S;) is secondary symmetric bimatrix (or that (4, U 4;)
has a (Q,S; U Q,S,) bidecomposition).

Suppose now that has a (Q;S; U Q,S,) bidecomposition. Is it true that (A; U A,) can be written as a sum of
two (complex) secondary orthogonal bimatrices?

Take the case n=1, and notice that every (A; UA;) € C,x, is a scalar and has a (Q;S; U Q,S,)
bidecomposition.

However, only the integers can be written as a sum of secondary orthogonal bimatrices in this case.

Lemma 4.5
Let an integer n = 2 and 0 # a4; 0 # a, € C be given. If (a;1; U a,1,) = (Q; U Q;) + (W, UW,) is a sum
of two bimatrices from O,,, then there exists a secondary skew-symmetric bimatrix (D; U D,) € Cpxy, such that

QU Q) = (%11 U %12) + (D, UDy), (W, UW,) = (%11 U%’z) — (D, UDy),
T T ai a3
and (D;V;DI'Vy U D,V,DIV;) = [(1-2) 1y u (1-2) 1)
Conversely, if there exists a secondary skew-symmetric bimatrix (D; U D,) € C,x,, such that (D,V; DIV, U
2 2
D,V,DIV,) = [( - %) LU (1 - ";—2) 12],then(Q1 uQ,) = (%11 U %12) + (D, U D) and (W, UW,) =
(%11 U %12) - (Dl U Dz) are 11’1 Oan al’ld (Q1 U Qz) + (W1 U Wz) = (alll U azlz).

Proof
Let an integer n = 2 and 0 # a4; 0 # a, € C be given. Suppose that (a;1; U a,1,) € C,x, can be written as a
sum of two secondary orthogonal bimatrices, say (a;/; U a,1,) = (Q; U Q) + (W, UW,),

Write  (Q; UQ,) = [afjuaf] =I[qi...qa]U[g?...q2] and (W, UW,) = [b}; UbZ] = [wi...walU

[wi...wi]. Then b; = —aj; and b}, = alzj fori # j.

Now, for each i = 1,...,n, we have Zl 14 =qlgt=1=wlv} Z;‘ 1bi1]-2 =pY¥ + Xm0
T 2 2

and Z] 1a qtz q12_1=Wi 14 _ijlbizj =b12 +Z]¢L] 1a]

Hence, b} = +aj; and b} = +af.
Because (Q; U Q) + (W, UW,) = (a;1; U a,1,) and @; # 0; a, # 0 we have b}, = a}; = %; b2 =a? =

22 Set (D, U D,) = [d};| U [d3], with d}; = a}j;d? = af ifi # j, and d}; = 0;d% = 0,50 that (Q; U Q) =

(%11 %21,) + (D, U D,) and Wy UW,) = (21, %12) — (D, UD,).
Now, since (Q; U Q,) and (V1 uv,) are secondary orthogonal bimatrices, we have

a? a, a,
(@101 U Q120,,) = < ThuTl ) + 5 @1+ D) U (D, + DD + (DViDTV; U DV, Vs)
= (112U L) , (6)
And (W,W,5 UW,W,5) = (%11 U ";—212) [“1 (D; + DI) U2 (D, + D} )] + (DyV, DTV, U D,V,DIV,)
= Vly) (7

Subtracting equation (7) from equation (6), we get (D; U D,) = —(D{ U D3), so that (D; U D,) is secondary
skew-symmetric bimatrix.

2 2
Moreover (D,V; DI Vy U D,V,DIVy) = [(1 =) 1, u (1-2) 1],
For the converse, suppose that (D; UD,) € C,x, is secondary skew-symmetric bimatrix and satisfies,
s 5y = [(1-4 _
(0,05 uD,05) = [(1-2) U (1-2) 1.
Set  (Q1UQ;) = (2L UZL)+(DyuUD,)andset Wy UW,) = (L1, U21,) - (D, U D).
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Then one checks that both (Q; U Q,) and (W, U W,) are secondary orthogonal bimatrices and [(Q; + W;) U
Q2 + W3)] = (a1 11 U ayl5).

Remark 4.6
When a; =0;a, =0, then for any secondary orthogonal bimatrix (Q; UQ,), notice that
(1, U ayly) = [(Q1 + (—Ql)) U (Qz + (—Qz))] is a sum of two secondary orthogonal bimatrices.

2 2
Letn=2and @y # 0; a;, # 0. Set §; = /1 — %; B,= |1—- % (either square root).

0 0 . L . .
Then (D, U D,) = [ 8 [(3)1 u [ B ‘6(;2 is secondary skew-symmetric bimatrix and satisfies
—h1 —b2
2 2
(D,V, DTV, U D,V,DIV,) = [( - %) I, U ( - %) 12].
Lemma 4.5 guarantees that (a,1; U a,1,) can be written as a sum of two secondary orthogonal bimatrices.
If n=2k and a; # 0; a, # 0, set (E; UE;) = (D, UD,) ®...® (D, UD,;) (k copies) and notice that

(E, UE,)is secondary skew-symmetric bimatrix and satisfies(E;V,ETV, U E,VL,EIV,)(E,ET U E,ET) = [(1 -

2 2
Dhu(t-9)r].
Hence, if n=2k and if @,, a, be a scalar, then (a;1; U a,l,) can be written as a sum of two secondary
orthogonal bimatrices.

Theorem 4.7

Let n be a given positive integer. For each a;,a, € C and each secondary orthogonal bimatrix
(Q1 U Qy) € Cypy, (@101 U @,Q,) can be written as a sum of two secondary orthogonal bimatrices.
Remark 4.8

Let an integer n > 2 be given. If @, a, € {—2,0,2} then one checks that (a;I; U a;1;) € C,,x,, can be written
as a sum of two secondary orthogonal bimatrices.

Theorem 4.9

Let aq, a, € Cand let a positive integer n be given. Then (a,l; U ayl;) € Cy,44 can be written as a sum of
two secondary orthogonal bimatrices from 0,,,, if and only if a4, @, € {—2,0,2}.
Proof

For the forward implication, let a;, a, € Cand let a positive integer n be given.

Suppose that (a1, U ayl;) € Cy,pqcan be written as a sum of two secondary orthogonal bimatrices.

Thena; =0; a, # 0 (or) @y #0; a, # 0.Ifa; = 0; a, = 0, then a4, a, € {—2,0,2}.

If ay # 0; a, # 0,we show that a; = @, = +2. Lemma 3.5 guarantees that there exists a secondary skew-
symmetric bimatrix (D, U D,) € C, «,, satisfying

a? a2
(D,V, DIV, U D,V,DIV,) = [(1 - Z) LV (1 - Z) 12].

Now, since n is odd, the secondary skew-symmetric bimatrix (D; U D,) is singular. Hence, (D,V, DTV, U
D,V,DIV,) is singular and a; = a, = +2.

The backward implication can be show by direct computation.

V. CONCLUSION

Here, we have studied some properties and important results of secondary orthogonal bimatrices as a
generalization of orthogonal and secondary orthogonal matrices. Also, we have determined which bimatrices (if any) in
Cnxncan be written as a sum of secondary unitary or secondary orthogonal bimatrices.
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	Definition 2.1 [7]
	A bimatrix ,𝐴-𝐵. is defined as the union of two rectangular array of numbers A1 and A2 arranged into rows and columns. It is written as ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2. with ,𝐴-1.≠,𝐴-2. (except zero and unit bimatrices) where,
	,𝐴-1.=,,,𝑎-11-1.-,𝑎-12-1.-⋯-,𝑎-1𝑛-1.-,𝑎-21-1.-,𝑎-22-1.-⋯-,𝑎-2𝑛-1.-⋮-⋮-⋱-⋮-,𝑎-𝑚1-1.-,𝑎-𝑚2-1.-⋯-,𝑎-𝑚𝑛-1... and ,𝐴-2.=,,,𝑎-11-2.-,𝑎-12-2.-⋯-,𝑎-1𝑛-2.-,𝑎-21-2.-,𝑎-22-2.-⋯-,𝑎-2𝑛-2.-⋮-⋮-⋱-⋮-,𝑎-𝑚1-2.-,𝑎-𝑚2-2.-⋯-,𝑎-𝑚𝑛-2...
	′∪′ is just for the notational convenience (symbol) only.
	Definition 2.2 [7]
	Let ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2. and ,𝐶-𝐵.=,𝐶-1.∪,𝐶-2. be any two m x n bimatrices. The sum ,𝐷-𝐵. of the bimatrices ,𝐴-𝐵. and ,𝐶-𝐵. is defined as
	,𝐷-𝐵.=,𝐴-𝐵.+,𝐶-𝐵.=,,𝐴-1.∪,𝐴-2..+,,𝐶-1.∪,𝐶-2..=,,𝐴-1.+,𝐶-1..∪,,𝐴-2.+,𝐶-2..
	Where ,𝐴-1.+,𝐶-1. and ,𝐴-2.+,𝐶-2. are the usual addition of matrices.
	Definition 2.3 [8]
	If ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2. and ,𝐶-𝐵.=,𝐶-1.∪,𝐶-2. be two bimatrices, then ,𝐴-𝐵. and ,𝐶-𝐵. are said to be equal (written as ,𝐴-𝐵.=,𝐶-𝐵.) if and only if A1 and C1 are identical and A2 and C2 are identical. (That is, A1 = C1 and A2 = C2).
	Definition 2.4 [8]
	Given a bimatrix ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2. and a scalar 𝜆, the product of 𝜆 and ,𝐴-𝐵. written as 𝜆,𝐴-𝐵. is defined to be
	𝜆,𝐴-𝐵.=,,𝜆,𝑎-11-1.-𝜆,𝑎-12-1.-⋯-𝜆,𝑎-1𝑛-1.-𝜆,𝑎-21-1.-𝜆,𝑎-22-1.-⋯-𝜆,𝑎-2𝑛-1.-⋮-⋮-⋱-⋮-𝜆,𝑎-𝑚1-1.-𝜆,𝑎-𝑚2-1.-⋯-𝜆,𝑎-𝑚𝑛-1...∪,,𝜆,𝑎-11-2.-𝜆,𝑎-12-2.-⋯-𝜆,𝑎-1𝑛-2.-𝜆,𝑎-21-2.-𝜆,𝑎-22-2.-⋯-𝜆,𝑎-2𝑛-2.-⋮-⋮-⋱-⋮-𝜆,𝑎-𝑚1-2.-𝜆,𝑎-�..
	=,𝜆,𝐴-1.∪𝜆,𝐴-2...
	That is, each element of A1 and A2 are multiplied by 𝜆.
	Remark 2.5 [8]
	If ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2.be a bimatrix, then we call A1 and A2 as the component matrices of the bimatrix AB.
	Definition 2.6 [7]
	If ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2. and ,𝐶-𝐵.=,𝐶-1.∪,𝐶-2. are both n x n square bimatrices then, the bimatrix multiplication is defined as, ,𝐴-𝐵.×,𝐶-𝐵.=,,𝐴-1.,𝐶-1..∪,,𝐴-2.,𝐶-2...
	Definition 2.7 [7]
	Let  ,𝐴-𝐵-𝑚×𝑚.=,𝐴-1.∪,𝐴-2. be a mxm square bimatrix.
	We define ,𝐼-𝐵-𝑚×𝑚.=,𝐼-𝑚×𝑚.∪,𝐼-𝑚×𝑚.=,𝐼-1-𝑚×𝑚.∪,𝐼-2-𝑚×𝑚. to be the identity bimatrix.
	Definition 2.8 [7]
	Let ,𝐴-𝐵-𝑚×𝑚.=,𝐴-1.∪,𝐴-2. be a square bimatrix, AB is a symmetric bimatrix if the component matrices A1 and A2 are symmetric matrices. i.e, ,𝐴-1.=,𝐴-1-𝑇. and ,𝐴-2.=,𝐴-2-𝑇..
	Definition 2.9 [7]
	Let ,𝐴-𝐵-𝑚×𝑚.=,𝐴-1.∪,𝐴-2. be a mxm square bimatrix i.e, A1 and A2 are mxm square matrices. A skew-symmetric bimatrix is a bimatrix AB for which ,𝐴-𝐵.=−,𝐴-𝐵-𝑇., where −,𝐴-𝐵-𝑇.=−,𝐴-1-𝑇.∪−,𝐴-2-𝑇. i.e, the component matrices A1 and A2 a...
	Definition 2.10[4]
	A bimatrix ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2. is said to be unitary bimatrix,
	if ,𝐴-𝐵.,𝐴-𝐵-∗.=,𝐴-𝐵-∗.,𝐴-𝐵.=,𝐼-𝐵. (or) ,,𝐴-1.,𝐴-1-∗.∪,𝐴-2.,𝐴-2-∗..=,,𝐴-1-∗.,𝐴-1.∪,𝐴-2-∗.,𝐴-2..=,𝐼-1.∪,𝐼-2..
	(That is, the component matrices of AB are unitary.)
	That is, ,𝐴-𝐵-∗.=,𝐴-𝐵-−1. (or) ,,𝐴-1-∗.∪,𝐴-2-∗..=,,𝐴-1-−1.∪,𝐴-2-−1...
	Definition 2.11 [5]
	A bimatrix ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2. is said to be orthogonal bimatrix,
	if ,𝐴-𝐵.,𝐴-𝐵-𝑇.=,𝐴-𝐵-𝑇.,𝐴-𝐵.=,𝐼-𝐵. (or) ,,𝐴-1.,𝐴-1-𝑇.∪,𝐴-2.,𝐴-2-𝑇..=,,𝐴-1-𝑇.,𝐴-1.∪,𝐴-2-𝑇.,𝐴-2..=,𝐼-1.∪,𝐼-2..
	(That is, the component matrices of AB are orthogonal.)
	Definition 3.1 [6]
	A bimatrix ,𝐴-𝐵. =,𝐴-1.∪,𝐴-2. is said to be secondary orthogonal bimatrix, if ,𝐴-𝐵.,𝑉-𝐵.,𝐴-𝐵-𝑇.,𝑉-𝐵.=,𝑉-𝐵.,𝐴-𝐵-𝑇.,𝑉-𝐵.,𝐴-𝐵 .=,𝐼-𝐵 . or ,𝐴-𝐵.,𝐴-𝐵-𝑆.=,𝐴-𝐵-𝑆.,𝐴-𝐵.=,𝐼-𝐵. where ,𝑉-𝐵. is a permutation bimatrix with un...
	(That is, the component matrices of AB are secondary orthogonal.)
	That is, ,𝐴-𝐵-𝑆.=,𝐴-𝐵-−1. (or) ,,𝐴-1-𝑆.∪,𝐴-2-𝑆..=,,𝐴-1-−1.∪,𝐴-2-−1...
	Remark 3.2
	Let ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2. be a secondary orthogonal bimatrix. If A1 and A2 are square and possess the same order then  AB is called square secondary orthogonal bimatrix, and if A1 and A2 are of different orders then AB is called mixed square secondar...
	Example 3.3
	(1) ,𝐴-𝐵.=,,,3-5.-,4-5.-0-−,4-5.-,3-5.-0-0-0-1.. ∪   ,,,2-3.-,1-3.-,2-3.-,1-3.-,2-3.-−,2-3.-−,2-3.-,2-3.-,1-3... is a square secondary orthogonal bimatrix.
	(2) ,𝐴-𝐵.=,,,𝑠𝑖𝑛-𝜃.-,𝑐𝑜𝑠-𝜃.-,𝑐𝑜𝑠-𝜃.-−,𝑠𝑖𝑛-𝜃...∪,,1-0-0-0-,𝑐𝑜𝑠-𝜃.-,−𝑠𝑖𝑛-𝜃.-0-,𝑠𝑖𝑛-𝜃.-,𝑐𝑜𝑠-𝜃...is a mixed square secondary orthogonal bimatrix.
	Definition 3.4[4]
	Let ,𝐴-𝐵.=,𝐴-1.∪,𝐴-2. be an 𝑛×𝑛 complex bimatrix. (A bimatrix ,𝐴-𝐵. is said to be complex if it takes entries from the complex field). ,𝐴-𝐵-𝑆. is called a secondary unitary bimatrix if ,𝐴-𝐵.,,𝑉-𝐵.𝐴-𝐵-∗.,𝑉-𝐵.=,,𝑉-𝐵.𝐴-𝐵-∗.,,𝑉-𝐵....
	That is, ,𝐴-1.,𝑉-1.,𝐴-1-∗.,𝑉-1.∪,𝐴-2.,,𝑉-2.𝐴-2-∗.,𝑉-2.=,,𝑉-1.𝐴-1-∗.,,𝑉-1.𝐴-1.∪,𝑉-2.,𝐴-2-∗.,𝑉-2.,𝐴-2.=,𝐼-1.∪,𝐼-2..
	Example 3.5
	,𝐴-𝐵.=,𝐴-1.∪,𝐴-2.=,1-,2..,,𝑖-𝑖-𝑖-−𝑖..∪,1-2.,,1+𝑖-−1+𝑖-1+𝑖-1−𝑖..​​is a secondary unitary bimatrix.
	In this paper, we have determined which bimatrices (if any) in ,𝐶-𝑛×𝑛.can be written as a sum of secondary unitary or secondary orthogonal bimatrices. We let ,𝓤-𝒏×𝒏. and ,𝑂-𝑛×𝑛. are the set of secondary unitary and secondary orthogonal bimatr...
	Lemma 3.6
	Let n be a given positive integer. Let 𝐺⊂,𝐹-𝑛×𝑛. be a group under multiplication. Then ,𝐴-𝐵.∈,𝐹-𝑛×𝑛. can be written as a sum of bimatrices in G if and only if for every ,𝑄-𝐵.,,𝑃-𝐵.∈𝐺, the bimatrix QBABPB can be written as a sum of bimatr...
	Notice that both  ,𝓤-𝒏×𝒏. and ,𝑂-𝑛×𝑛. are groups under multiplication.
	Let ,𝛼-1.,,𝛼-2.∈𝐹 be given. Then lemma 3.6 guarantees that for each ,𝑄-𝐵.∈𝐺, we have that ,𝛼-1.,𝑄-1.∪,𝛼-2.,𝑄-2. can be written as a sum of bimatrices from G if and only if ,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2. can be written as a sum of bimatrices from G.
	Lemma 3.7
	The only bimatrices in the set of all secondary orthogonal bimatrices of order 1 are (1. Hence, not every element of ,𝐹-1×1. can be written as a sum of elements in the set of all secondary orthogonal bimatrices of order 1. In fact, only the integers ...
	Notice that ,𝓤-𝟏.={,𝑒-𝑖,𝜃-1..;,𝜃-1.∈𝑅}∪,{𝑒-𝑖,𝜃-2..;,𝜃-2.∈𝑅
	Set ,𝐶-,𝐵-2..=,,𝐶-1-℩℩.∪,𝐶-2-℩℩..≡,,𝑒-𝑖,𝜃-1..+,𝑒-𝑖,𝛽-1..;,𝜃-1.,,𝛽-1.∈𝑅.∪,,𝑒-𝑖,𝜃-2..+,𝑒-𝑖,𝛽-2..;,𝜃-2.,,𝛽-2.∈𝑅..
	If ,𝜃-1.,,𝜃-2.,,𝛽-1.,,𝛽-2.∈𝑅 are given, then ,,𝑒-𝑖,𝜃-1..+,𝑒-𝑖,𝛽-1...≤2and,,𝑒-𝑖,𝜃-2..+,𝑒-𝑖,𝛽-2...≤2.
	Hence, ,,𝐶-1-℩℩.∪,𝐶-2-℩℩..⊂,,𝐴-1-℩℩.∪,𝐴-2-℩℩..≡,,𝑍-1.∈𝐶;,,𝑍-1..≤2.∪,,𝑍-2.∈𝐶;,,𝑍-2..≤2.
	We show that ,,𝐴-1-℩℩.∪,𝐴-2-℩℩..⊂,,𝐶-1-℩℩.∪,𝐶-2-℩℩...Let 0≤,𝑟-1.≤2 and 0≤,𝑟-2.≤2 are given.
	Set ,𝛽-1.=−,𝜃-1.,,𝛽-2.=−,𝜃-2. and Choose ,𝜃-1. and ,𝜃-2. so that, 2 𝐶𝑜𝑠 ,𝜃-1.=,𝑟-1.  and 2𝐶𝑜𝑠 ,𝜃-2.=,𝑟-2..
	Then ,𝑒-𝑖,𝜃-1..+,𝑒-−𝑖,𝜃-1..=2𝐶𝑜𝑠,𝜃-1.=,𝑟-1.  and ,𝑒-𝑖,𝜃-2..+,𝑒-−𝑖,𝜃-2..= 2𝐶𝑜𝑠 ,𝜃-2.=,𝑟-2..
	If  ,𝑧-1.=,𝑟-1.,𝑒-𝑖,𝛿-1.. and ,𝑧-2.=,𝑟-2.,𝑒-𝑖,𝛿-2.., then choose ,𝛽-1.=−,𝜃-1.+2,𝛿-1.;,𝛽-2.=−,𝜃-2.+2,𝛿-2., and choose ,𝜃-1., ,𝜃-2.  so that 2𝐶𝑜𝑠,,𝜃-1.−,𝛿-1..=,𝑟-1. and 2𝐶𝑜𝑠,,𝜃-2.−,𝛿-2..=,𝑟-2..
	Let 𝑘≥2 be an integer.
	Set ,𝐶-,𝐵-𝑘..=,,𝐶-1-𝑘.∪,𝐶-2-𝑘..≡,,𝑗=1-𝑘-,𝑒-𝑖,𝜃-𝑗-1...;,𝜃-𝑗-1.∈𝑅 𝑓𝑜𝑟𝑗=1,...,𝑘.
	∪,,𝑗=1-𝑘-,𝑒-𝑖,𝜃-𝑗-2...;,𝜃-𝑗-2.∈𝑅 𝑓𝑜𝑟𝑗=1,...,𝑘.
	and set ,𝐴-,𝐵-𝑘..=,,𝐴-1-𝑘.∪,𝐴-2-𝑘..≡,,𝑧-1.∈𝐶;,,𝑧-1..≤𝑘.∪,,𝑧-2.∈𝐶;,,𝑧-2..≤𝑘..
	We show that for each k, we have ,,𝐴-1-𝑘.∪,𝐴-2-𝑘..=,,𝐶-1-𝑘.∪,𝐶-2-𝑘...
	First, notice that for each k, we have ,,𝐶-1-𝑘.∪,𝐶-2-𝑘..⊂,,𝐴-1-𝑘.∪,𝐴-2-𝑘... We now show that  ,,𝐴-1-𝑘.∪,𝐴-2-𝑘..⊂,,𝐶-1-𝑘.∪,𝐶-2-𝑘... If ,𝑧-1.=,𝑟-1.,𝑒-𝑖,𝛽-1..;,z-2.=,𝑟-2.,𝑒-𝑖,𝛽-2..  with ,𝑟-1.,,𝑟-2.,,𝛽-1.,,𝛽-2.∈𝑅 and  ,𝑟-1....
	Hence, ,,𝑧-1.=,𝑟-1.,𝑒-𝑖,𝛽-1..;,𝑧-2.=,𝑟-2.,𝑒-𝑖,𝛽-2...∈,,𝐶-1-𝑘.∪,𝐶-2-𝑘.. if and only if ,𝑟-1.,,𝑟-2.∈,,𝐶-1-𝑘.∪,𝐶-2-𝑘...
	For ,,𝜃-1-1.,...,,𝜃-𝑘-1.;,𝜃-1-2.,....,,𝜃-𝑘-2..∈𝑅, set ,𝑓-𝑘-1.,,𝜃-1-1.,...,,𝜃-𝑘-1..≡,𝑒-𝑖,𝜃-1-1..+...+,𝑒-𝑖,𝜃-𝑘-1...,𝑓-𝑘-2.,,𝜃-1-2.,...,,𝜃-𝑘-2..≡,𝑒-𝑖,𝜃-1-2..+...+,𝑒-𝑖,𝜃-𝑘-2...
	The case k=2 has already been shown. Let k =3, and suppose  0≤,𝑟-1.≤3; 0≤,𝑟-2.≤3 Set ,,𝜃-3-1.,,𝜃-3-2..=0 and set ,𝜃-1-1.=,𝜃-1.=−,𝜃-2-1. and ,𝜃-1-2.=,𝜃-2.=−,𝜃-2-2..
	Then  ,𝑓-3-2.,,𝜃-1-2.,,𝜃-2-2.,,𝜃-3-2..=1+2𝐶𝑜𝑠 ,𝜃-2., and ,,𝜃-1., ,𝜃-2.. may be chosen so that 0≤,𝑟-1.≡1+2𝐶𝑜𝑠 ,𝜃-1.≤3; 0≤,𝑟-2.≡1+2𝐶𝑜𝑠 ,𝜃-2.≤3.
	We use mathematical induction to show the general case. The base cases k = 2 and k = 3 have already been shown. Assume that k>3 and suppose that ,,𝐶-1-𝑘.∪,𝐶-2-𝑘..=,,𝐴-1-𝑘.∪,𝐴-2-𝑘...
	Consider ,𝑓-𝑘+1-1.,,𝜃-1-1.,…,,𝜃-𝑘-1.,,𝜃-𝑘+1-1..≡,𝑒-𝑖,𝜃-1-2..+…+,𝑒-𝑖,𝜃-𝑘-2..+,𝑒-𝑖,𝜃-𝑘+1-2..;
	,𝑓-𝑘+1-2.,,𝜃-1-2.,...,,𝜃-𝑘-2.,,𝜃-𝑘+1-2..≡,𝑒-𝑖,𝜃-1-2..+...+,𝑒-𝑖,𝜃-𝑘-2..+,𝑒-𝑖,𝜃-𝑘+1-2...
	Let ,𝑧-1.=,𝑟-1.,𝑒-𝑖,𝛽-1.. and ,𝑧-2.=,𝑟-2.,𝑒-𝑖,𝛽-2.. are given with 0≤,𝑟-1.≤𝑘+1,0≤,𝑟-2.≤𝑘+1. We show that ,𝑟-1.,,𝑟-2.∈,,𝐶-1-𝑘+1.∪,𝐶-2-𝑘+1...
	First, we show that ,,𝐴-1-℩℩.∪,𝐴-2-℩℩..⊆,,𝐶-1-𝑘+1.∪,𝐶-2-𝑘+1... If k is even, choose ,𝜃-3-1.=...=,𝜃-𝑘−1-1.=0;,𝜃-3-2.=...=,𝜃-𝑘−1-2.=0 and ,𝜃-4-1.=...=,𝜃-𝑘-1.=𝜋;,𝜃-4-2.=...=,𝜃-𝑘-2.=𝜋. Then ,𝑓-𝑘+1-1.,,𝜃-1-1.,...,,𝜃-𝑘-1.,,𝜃-𝑘+1-1...
	If k is odd, choose ,𝜃-4-1.=...=,𝜃-𝑘−1-1.=0; ,𝜃-4-2.=...=,𝜃-𝑘−1-2.=0 and ,𝜃-5-1.=...=,𝜃-𝑘-1.=𝜋; ,𝜃-5-2.=...=,𝜃-𝑘-2.=𝜋.  Then ,𝑓-𝑘+1-1.,,𝜃-1-1.,...,,𝜃-𝑘-1.,,𝜃-𝑘+1-1..≡,𝑒-𝑖,𝜃-1-1..+,𝑒-𝑖,𝜃-2-1..+,𝑒-𝑖,𝜃-3-1..;,𝑓-𝑘+1-2.,,𝜃-...
	In both cases, notice that ,,𝐴-1-℩℩.∪,𝐴-2-℩℩..⊆,,𝐶-1-𝑘+1.∪,𝐶-2-𝑘+1... Hence, we may assume further that ,𝑟-1.,,𝑟-2.≥1; that is, we need to show that ,,𝑟-1.,,𝑟-2..∈,,𝐶-1-𝑘+1.∪,𝐶-2-𝑘+1.. for 1≤,𝑟-1.≤𝑘+1;1≤,𝑟-2.≤𝑘+1.
	Choose ,𝜃-𝑘+1-1.=0;,𝜃-𝑘+1-2.=0, so that ,𝑓-𝑘+1-1.,,𝜃-1-1.,...,,𝜃-𝑘-1.,,𝜃-𝑘+1-1..=,𝑓-𝑘-1.,,𝜃-1-1.,...,,𝜃-𝑘-1..+1; ,𝑓-𝑘+1-2.,,𝜃-1-2.,...,,𝜃-𝑘-2.,,𝜃-𝑘+1-2..=,𝑓-𝑘-2.,,𝜃-1-2.,...,,𝜃-𝑘-2..+1. Now, by our inductive hypothesis, the...
	Lemma 4.1
	Let 𝑘≥2 be a given integer. Let ,,𝐴-1-𝑘.∪,𝐴-2-𝑘..≡,,𝑧-1.∈𝐶;,,𝑧-1..≤𝑘.∪,,𝑧-2.∈𝐶;,,𝑧-2..≤𝑘. and let ,,𝐶-1-𝑘.∪,𝐶-2-𝑘..≡,,𝑗=1-𝑘-,𝑒-𝑖,𝜃-𝑗-1..;,𝜃-𝑗-1.∈𝑅 𝑓𝑜𝑟 𝑗=1,...,𝑘..∪,,𝑗=1-𝑘-,𝑒-𝑖,𝜃-𝑗-2...;,𝜃-𝑗-2.∈𝑅 𝑓𝑜𝑟 𝑗=1,......
	I. The case ,𝓤-𝒏×𝒏.
	Let ,𝛼-1.,,𝛼-2.∈𝐶 be given. Then there exist an integer 𝑘≥2 and  ,𝜃-1-1.,,𝜃-2-1....,,𝜃-𝑘-1.;,𝜃-1-2.,,𝜃-2-2....,,𝜃-𝑘-2.∈𝑅 such that ,𝛼-1.=,𝑓-𝑘-1.,,𝜃-1-1.,...,,𝜃-𝑘-1..;,𝛼-2.=,𝑓-𝑘-2.,,𝜃-1-2.,...,,𝜃-𝑘-2... Now, notice that
	,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2..=,,𝑓-𝑘-1.,,𝜃-1-1.,...,,𝜃-𝑘-1..,𝐼-1..∪,,𝑓-𝑘-2.,,𝜃-1-2.,...,,𝜃-𝑘-2..,𝐼-2..                     =,,𝑒-𝑖,𝜃-1-1..,𝐼-1.+...+,𝑒-𝑖,𝜃-𝑘-1..,𝐼-1..∪,,𝑒-𝑖,𝜃-1-2..,𝐼-2.+...+,𝑒-𝑖,𝜃-𝑘-2..,𝐼-2..
	is a sum of matrices in ,𝓤-𝒏×𝒏..
	When n=1, every ,𝛼-1.,,𝛼-2.∈𝐶 can be written as a sum of elements of the set of all secondary unitary bimatrices of order 1. When 𝑛≥2,  Lemma 3.7 guarantees that every ,,𝐴-1.∪,𝐴-2..∈,𝐶-𝑛×𝑛. can be written as a sum of matrices in ,𝓤-𝒏×𝒏. .
	Lemma 4.2
	Let n be a given positive integer. Then every ,,𝐴-1.∪,𝐴-2..∈,𝐶-𝑛×𝑛. can be written as a sum of matrices in ,𝓤-𝒏×𝒏..
	Proof
	Let ,,𝐴-1.∪,𝐴-2..∈,𝐶-𝑛×𝑛. be given. We look at the number of matrices that make up the sum ,,𝐴-1.∪,𝐴-2...
	Let ,𝛼-1., ,𝛼-2.∈𝐶 be given. If ,,𝛼-1..,,,𝛼-2..≤𝑘 for some positive integer k, then  ,,𝛼-1.,,𝛼-2..∈,,𝐴-1-𝑘.∪,𝐴-2-𝑘... Moreover, ,,𝛼-1.,,𝛼-2..∈,,𝐴-1-𝑚.∪,𝐴-2-𝑚.. for every integer 𝑚≥𝑘.
	For any such m, Lemma 4.1 guarantees that there exist ,𝜃-1-1.,...,,𝜃-𝑚-1.; ,𝜃-1-2.,....,,𝜃-𝑚-2.∈𝑅 such that  ,𝛼-1.=,𝑒-𝑖,𝜃-1-1..+...+,𝑒-𝑖,𝜃-𝑚-1..; ,𝛼-2.=,𝑒-𝑖,𝜃-1-2..+...+,𝑒-𝑖,𝜃-𝑚-2...
	However, if  ,,𝛼-1..,,,𝛼-2..<𝑘 then ,𝛼-1.,,𝛼-2.∉,,𝐴-1-𝑘.∪,𝐴-2-𝑘.. and ,𝛼-1.,,𝛼-2. cannot be written as a sum of k elements of ,𝓤-𝟏.(𝑪).
	Write ,,𝐴-1.∪,𝐴-2..=,,𝑈-1.∪,𝑈-2..,,𝛴-1.∪,𝛴-2..,,𝑉-1.∪,𝑉-2..  where ,,𝑈-1.∪,𝑈-2.., ,,𝑉-1.∪,𝑉-2..∈,𝐶-𝑛×𝑛. are secondary unitary bimatrices and
	,𝛴-1.= 𝑑𝑖𝑎,𝑔-𝐵.,,𝜎-1-1.,...,,𝜎-𝑛-1.. with ,𝜎-1-1.≥...≥,𝜎-𝑛-1.≥0;
	,𝛴-2.=𝑑𝑖𝑎,𝑔-𝐵.,,𝜎-1-2.,...,,𝜎-𝑛-2..  with ,𝜎-1-2.≥...≥,𝜎-𝑛-2.≥0.
	Let k be the least integer such that ,𝜎-1-1.,,𝜎-1-2.≤𝑘.  Suppose that 𝑘≥2. Then for each l, we have ,𝜎-𝑙-1.,,𝜎-𝑙-2.∈,,𝐴-1-𝑘.∪,𝐴-2-𝑘... Moreover, ,𝜎-𝑙-1.,,𝜎-1-2.∉,,𝐴-1-𝑘−1.∪,𝐴-2-𝑘−1...
	Hence, ,,𝐴-1.∪,𝐴-2.. cannot be written as a sum of k-1 secondary unitary bimatrices. However, for each l, we have ,𝜎-𝑙-1.=,𝑒-𝑖,𝜃-𝑙1-1..+...+,𝑒-𝑖,𝜃-𝑙𝑘-1..,,𝜎-𝑙-2.=,𝑒-𝑖,𝜃-𝑙1-2..+...+,𝑒-𝑖,𝜃-𝑙𝑘-2..,where each ,,𝜃-𝑙1-1.,...,,𝜃-𝑙...
	For each 𝑡=1,...,𝑘, set                         ,,𝑈-1-𝑡.∪,𝑈-2-𝑡..=𝑑𝑖𝑎,𝑔-𝐵.,,𝑒-𝑖,𝜃-1𝑡-1..,...,,𝑒-𝑖,𝜃-𝑛𝑡-1...∪𝑑𝑖𝑎,𝑔-𝐵.,,𝑒-𝑖,𝜃-1𝑡-2..,...,,𝑒-𝑖,𝜃-𝑛𝑡-2....
	Then ,,𝑈-1-𝑡.∪,𝑈-2-𝑡..∈,𝐶-𝑛×𝑛. is secondary unitary bimatrix and  ,𝑡=1-𝑘-,,𝑈-1-𝑡.∪,𝑈-2-𝑡...=,,𝛴-1.∪,𝛴-2... Hence, ,,𝐴-1.∪,𝐴-2.. can be written as a sum of k secondary unitary bimatrices.
	Suppose that k=1. If ,𝜎-𝑛-1.=1;,𝜎-𝑛-2.=1, Then ,,𝛴-1.∪,𝛴-2..=,,𝐼-1.∪,𝐼-2.. and ,,𝐴-1.∪,𝐴-2.. is secondary unitary bimatrix. If  ,𝜎-𝑛-1.≠1; ,𝜎-𝑛-2.≠1,then for each l, we have ,𝜎-𝑙-1.,,𝜎-𝑙-2.∈,,𝐴-1-℩℩.∪,𝐴-2-℩℩.., and ,,𝐴-1.∪,𝐴-2.....
	Theorem 4.3
	Let ,,𝐴-1.∪,𝐴-2..∈,𝐶-𝑛×𝑛. be given. Let k be the least (positive) integer so that there exist  ,,𝑈-1-1.∪,𝑈-2-1..,,,𝑈-1-2.∪,𝑈-2-2..,...,,,𝑈-1-𝑘.∪,𝑈-2-𝑘..∈,𝓤-𝒏×𝒏. satisfying ,,𝑈-1-1.∪,𝑈-2-1..+...+,,𝑈-1-𝑘.∪,𝑈-2-𝑘..=,,𝐴-1.∪,𝐴-2...
	1. If ,𝐴-1.∪,𝐴-2. is secondary unitary bimatrix, then k=1.
	2. If  ,𝐴-1.∪,𝐴-2. is not secondary unitary bimatrix and ,𝜎-𝑙-1.,,𝐴-1..∪,𝜎-𝑙-2.,,𝐴-2..≤2 then k=2.
	3. If  𝑚≥2 is an integer such that 𝑚<,𝜎-𝑙-1.,,𝐴-1..∪,𝜎-𝑙-2.,,𝐴-2..≤𝑚+1 then k=m+1.
	For positive integers 𝑚≥𝑘, we have ,,𝐴-1-𝑘.∪,𝐴-2-𝑘..⊆,,𝐴-1-𝑚.∪,𝐴-2-𝑚... Hence, every  ,,𝑈-1.∪,𝑈-2..,∈𝓤-𝒏×𝒏. can be written as a sum of two or more elements of ,𝓤-𝒏×𝒏..
	It follows that every ,,𝐴-1.∪,𝐴-2..∈,𝐶-𝑛×𝑛. that can be written as a sum of k elements of  ,𝓤-𝒏×𝒏. can be written as a sum of m elements of ,𝓤-𝒏×𝒏..
	II. The case ,𝑂-𝑛×𝑛.
	Let n=2. Let ,𝛼-1.,,𝛼-2.,,𝛽-1.,,𝛽-2.∈𝐶 be given.
	Set ,,𝐴-1.,,𝛼-1.,,𝛽-1..∪,𝐴-2.,,𝛼-2.,,𝛽-2...≡,,,𝛼-1.-,𝛽-1.-−,𝛽-1.-,𝛼-1...∪,,,𝛼-2.-,𝛽-2.-−,𝛽-2.-,𝛼-2...      (2)
	Choose ,𝛽-1.,,𝛽-2. such that ,𝛼-1-2.+,𝛽-1-2.=1;,𝛼-2-2.+,𝛽-2-2.=1  and notice that     ,,𝐴-1.,±,𝛼-1.,±,𝛽-1..∪,𝐴-2.,±,𝛼-2.,±,𝛽-2...∈,𝑂-2×2.
	Set ,,𝐴-1-℩.∪,𝐴-2-℩..≡,,𝐴-1.,,𝛼-1.,,𝛽-1..∪,𝐴-2.,,𝛼-2.,,𝛽-2... and
	,,𝐴-1-℩℩.∪,𝐴-2-℩℩..≡,,𝐴-1.,,𝛼-1.,−,𝛽-1..∪,𝐴-2.,,𝛼-2.,−,𝛽-2...
	Then ,,𝐴-1-℩.∪,𝐴-2-℩..+,,𝐴-1-℩℩.∪,𝐴-2-℩℩..=2,,𝛼-1.,𝐼-1-𝐼𝐼.∪,𝛼-2.,𝐼-2-𝐼𝐼... Lemma 3.7 guarantees that every ,,𝐴-1.∪,𝐴-2..∈,𝐶-2×2. can be written as a sum of bimatrices from ,𝑂-2×2..
	We look at the case when n=3. Let ,𝛼-1.,,𝛼-2.,,𝛽-1.,,𝛽-2.∈𝐹 be given.
	Set ,,𝐵-1.,,𝛼-1.,,𝛽-1..∪,𝐵-2.,,𝛼-2.,,𝛽-2...≡,,1-0-0-0-,𝛼-1.-,𝛽-1.-0-−,𝛽-1.-,𝛼-1...∪,,1-0-0-0-,𝛼-2.-,𝛽-2.-0-−,𝛽-2.-,𝛼-2...,    (3)
	set ,,𝐶-1.,,𝛼-1.,,𝛽-1..∪,𝐶-2.,,𝛼-2.,,𝛽-2...≡,,,𝛼-1.-0-,𝛽-1.-0-1-0-−,𝛽-1.-0-,𝛼-1...∪,,,𝛼-2.-0-,𝛽-2.-0-1-0-−,𝛽-2.-0-,𝛼-2...    (4)
	and  set ,,𝐷-1.,,𝛼-1.,,𝛽-1..∪,𝐷-2.,,𝛼-2.,,𝛽-2...≡,,,𝛼-1.-,𝛽-1.-0-−,𝛽-1.-,𝛼-1.-0-0-0-1..∪,,,𝛼-2.-,𝛽-2.-0-−,𝛽-2.-,𝛼-2.-0-0-0-1..    (5)
	Choose ,𝛽-1.,,𝛽-2. so that  ,𝛼-1-2.+,𝛽-1-2.=1;,𝛼-2-2.+,𝛽-2-2.=1. Then ,,𝐵-1.,±,𝛼-1.,±,𝛽-1..∪,𝐵-2.,±,𝛼-2.,±,𝛽-2..., ,,𝐶-1.,±,𝛼-1.,±,𝛽-1..∪,𝐶-2.,±,𝛼-2.,±,𝛽-2..., and ,,𝐷-1.,±,𝛼-1.,±,𝛽-1..∪,𝐷-2.,±,𝛼-2.,±,𝛽-2..., are all elements o...
	Set   ,,𝐵-1-℩.∪,𝐵-2-℩..≡,,𝐵-1.,,𝛼-1.,,𝛽-1..∪,𝐵-2.,,𝛼-2.,,𝛽-2...,
	,,𝐵-1-℩℩.∪,𝐵-2-℩℩..≡,,𝐵-1.,−,𝛼-1.,,𝛽-1..∪,𝐵-2.,−,𝛼-2.,,𝛽-2...,
	,,𝐶-1-℩.∪,𝐶-2-℩..≡,,𝐶-1.,,𝛼-1.,,𝛽-1..∪,𝐶-2.,,𝛼-2.,,𝛽-2...,
	,,𝐶-1-℩℩.∪,𝐶-2-℩℩..≡,,𝐶-1.,−,𝛼-1.,,𝛽-1..∪,𝐶-2.,−,𝛼-2.,,𝛽-2...,
	,,𝐷-1-𝐼.∪,𝐷-2-𝐼..≡,,𝐷-1.,,𝛼-1.,,𝛽-1..∪,𝐷-2.,,𝛼-2.,,𝛽-2...,
	And ,,𝐷-1-℩℩.∪,𝐷-2-℩℩..≡,,𝐷-1.,−,𝛼-1.,,𝛽-1..∪,𝐷-2.,−,𝛼-2.,,𝛽-2....
	Then, ,,𝐵-1-℩.∪,𝐵-2-℩..−,,𝐵-1-℩℩.∪,𝐵-2-℩℩..+,,𝐶-1-℩.∪,𝐶-2-℩..−,,𝐶-1-℩℩.∪,𝐶-2-℩℩..
	+,,𝐷-1-𝐼.∪,𝐷-2-𝐼..−,,𝐷-1-℩℩.∪,𝐷-2-℩℩..=2,,𝛼-1.,𝐼-1-℩℩℩.∪,𝛼-2.,𝐼-2-℩℩℩..
	Lemma 3.7 now guarantees that every  ,,𝐴-1.∪,𝐴-2..∈,𝐶-3×3. can be written as a sum of bimatrices in ,𝑂-3×3..
	Let n=2m be a positive even integer, and let ,𝛿-1.,,𝛿-2.∈𝐶 be given. Choose  ,,𝐴-1- ℩.∪,𝐴-2- ℩..,,,𝐴-1- ℩℩.∪,𝐴-2- ℩℩..∈,𝑂-2×2.so that ,,,𝐴-1- ℩.∪,𝐴-2- ℩..+,,𝐴-1-℩℩.∪,𝐴-2- ℩℩...=,,𝛿-1.,𝐼-1- ℩℩.∪,𝛿-2.,𝐼-2- ℩℩...
	Set   ,,𝐸-1- ℩.∪,𝐸-2- ℩..=,,𝐴-1- ℩.∪,𝐴-2- ℩..⊕...⊕,,𝐴-1- ℩.∪,𝐴-2- ℩..,𝑚 𝑐𝑜𝑝𝑖𝑒𝑠.
	and set          ,,𝐸-1- ℩℩.∪,𝐸-2- ℩℩..=,,𝐴-1- ℩℩.∪,𝐴-2- ℩℩..⊕...⊕,,𝐴-1- ℩℩.∪,𝐴-2- ℩℩..,𝑚 𝑐𝑜𝑝𝑖𝑒𝑠..
	Then,,𝐸-1- ℩.∪,𝐸-2- ℩..,,,𝐸-1- ℩℩.∪,𝐸-2- ℩℩..∈,,𝑂-2.-𝑚×2𝑚., and ,,,𝐸-1- ℩.+,𝐸-1- ℩℩..∪,,𝐸-2- ℩.+,𝐸-2- ℩℩...=,,𝛿-1.,𝐼-1-2𝑚.∪,𝛿-2.,𝐼-2-2𝑚..
	Let 𝑛=2𝑚+1≥3 be an odd integer, and let ,𝛿-1.,,𝛿-2.∈𝐶 be given.
	Choose ,,𝐴-1- ℩.∪,𝐴-2- ℩..,,,𝐴-1- ℩℩.∪,𝐴-2- ℩℩..∈,𝑂-2×2.so that ,,,𝐴-1- ℩.+,𝐴-1- ℩℩..∪,,𝐴-2- ℩.+,𝐴-2- ℩℩...=,,𝛿-1.,𝐼-1- ℩℩.∪,𝛿-2.,𝐼-2- ℩℩...
	Also, choose ,,𝐵-1- ℩.∪,𝐵-2- ℩..,,,𝐵-1- ℩℩.∪,𝐵-2- ℩℩..,,,𝐶-1- ℩.∪,𝐶-2- ℩..,,,𝐶-1- ℩℩.∪,𝐶-2- ℩℩..,,,𝐷-1- ℩.∪,𝐷-2- ℩..,,,𝐷-1- ℩℩.∪,𝐷-2- ℩℩..∈,𝑂-3×3..
	Such that ,,,𝐵-1- ℩.−,𝐵-1- ℩℩..∪,,𝐵-2- ℩.−,𝐵-2- ℩℩...+,,,𝐶-1- ℩.−,𝐶-1- ℩℩..∪,,𝐶-2- ℩.−,𝐶-2- ℩℩...+      ,,,𝐷-1- ℩.−,𝐷-1- ℩℩..∪,,𝐷-2- ℩.−,𝐷-2- ℩℩...=,,𝛿-1.,𝐼-1- ℩℩℩.+,𝛿-2.,𝐼-2-  ℩℩℩..
	Set ,,𝐸-1- ℩.−,𝐸-2- ℩..=,,𝐴-1- ℩.∪,𝐴-2- ℩..⊕...⊕,,𝐴-1- ℩.∪,𝐴-2- ℩..⊕,,𝐵-1- ℩.∪,𝐵-2- ℩..,𝑚−1 𝑐𝑜𝑝𝑖𝑒𝑠 𝑜𝑓,,𝐴-1- ℩.∪,𝐴-2- ℩...
	Set     ,,𝐸-1-℩℩.∪,𝐸-2- ℩℩..=,,𝐴-1-  ℩℩.∪,𝐴-2- ℩℩..⊕...⊕,,𝐴-1-℩℩.∪,𝐴-2- ℩℩..⊕,−,𝐵-1- ℩℩.∪−,𝐵-2- ℩℩..,𝑚−1 𝑐𝑜𝑝𝑖𝑒𝑠 𝑜𝑓,,𝐴-1- ℩℩.∪,𝐴-2- ℩℩...,
	Set  ,,𝐸-1- ℩℩℩.∪,𝐸-2- ℩℩℩..=,,𝐼-1-2𝑚−2.∪,𝐼-2-2𝑚−2..⊕,,𝐶-1- ℩.∪,𝐶-2- ℩..,
	Set ,,𝐸-1- ℩𝑣.∪,𝐸-2- ℩𝑣..=−,,𝐼-1-2𝑚−2.∪,𝐼-2-2𝑚−2..⊕−,,𝐶-1- ℩℩.∪,𝐶-2- ℩℩..,
	Set     ,,𝐸-1-𝑣.∪,𝐸-2-𝑣..=,,𝐼-1-2𝑚−2.∪,𝐼-2-2𝑚−2..⊕,,𝐷-1- ℩.∪,𝐷-2- ℩..,
	and    set ,,𝐸-1- 𝑣℩.∪,𝐸-2- 𝑣℩..=−,,𝐼-1-2𝑚−2.∪,𝐼-2-2𝑚−2..⊕−,,𝐷-1- ℩℩.∪,𝐷-2- ℩℩...
	Then each ,,𝐸-1-𝑗.∪,𝐸-2-𝑗..∈,𝑂-2𝑚+1., and ,,𝐸-1- ℩.∪,𝐸-2- ℩..+...+,,𝐸-1- 𝑣℩.∪,𝐸-2- 𝑣℩..=,,𝛿-1.,𝐼-1-2𝑚+1.∪,𝛿-2.,𝐼-2-2𝑚+1...
	Hence, for every ,𝛼-1.,,𝛼-2.∈𝐶 and for every integer 𝑛≥2,,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2.. can be written as a sum of bimatrices from ,𝑂-𝑛×𝑛.. Lemma 4.2 guarantees that every ,,𝐴-1.∪,𝐴-2..∈,𝐶-𝑛×𝑛. can be written as a sum of bimatrices from ,𝑂-�..
	Theorem 4.4
	Let 𝑛≥2 be a given integer. Then every ,,𝐴-1.∪,𝐴-2..∈,𝐶-𝑛×𝑛. can be written as a sum of bimatrices from ,𝑂-𝑛×𝑛..
	Proof
	Suppose that ,,𝐴-1.∪,𝐴-2..=,,,𝑄-1- ℩.+,𝑄-1- ℩℩..∪,,𝑄-2- ℩.+,𝑄-2- ℩℩..., where ,,𝑄-1- ℩.∪,𝑄-2- ℩..,,,𝑄-1- ℩℩.∪,𝑄-2- ℩℩..∈,𝑂-𝑛×𝑛..
	Then one checks that ,,𝐴-1.,𝑉-1.,𝐴-1-𝑇.,𝑉-1.∪,𝐴-2.,𝑉-2.,𝐴-2-𝑇.,𝑉-2..=,,𝑄-1- ℩.,𝐴-1-𝑠.∪,𝑄-2- ℩.,𝐴-2-𝑠..,,𝐴-1.,𝑄-1-, ℩-𝑠..∪,𝐴-2.,𝑄-2-, ℩-𝑠..., so that ,,𝐴-1.,𝑉-1.,𝐴-1-𝑇.,𝑉-1.∪,𝐴-2.,𝑉-2.,𝐴-2-𝑇.,𝑉-2.. and ,,,𝑉-1.𝐴-1-𝑇.,,...
	Suppose now that has a ,,𝑄-1.,𝑆-1.∪,𝑄-2.,𝑆-2.. bidecomposition. Is it true that ,,𝐴-1.∪,𝐴-2.. can be written as a sum of two (complex) secondary orthogonal bimatrices?
	Take the case n=1, and notice that every ,,𝐴-1.∪,𝐴-2..∈,𝐶-𝑛×𝑛. is a scalar and has a ,,𝑄-1.,𝑆-1.∪,𝑄-2.,𝑆-2.. bidecomposition.
	However, only the integers can be written as a sum of secondary orthogonal bimatrices in this case.
	Lemma 4.5
	Let an integer 𝑛≥2 and 0≠,𝛼-1.;0≠,𝛼-2.∈ℂ be given. If ,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2..=,,𝑄-1.∪,𝑄-2..+,,𝑊-1.∪,𝑊-2.. is a sum of two bimatrices from ,𝑂-𝑛×𝑛., then there exists a secondary skew-symmetric  bimatrix ,,𝐷-1.∪,𝐷-2..∈,𝐶-𝑛×𝑛. such th...
	and  ,,𝐷-1.,𝑉-1.,𝐷-1-𝑇.,𝑉-1.∪,𝐷-2.,,𝑉-2.𝐷-2-𝑇.,𝑉-2..=,,1−,,𝛼-1-2.-4..,𝐼-1.∪,1−,,𝛼-2-2.-4..,𝐼-2...
	Conversely, if there exists a secondary skew-symmetric bimatrix ,,𝐷-1.∪,𝐷-2..∈,𝐶-𝑛×𝑛. such that ,,𝐷-1.,𝑉-1.,𝐷-1-𝑇.,𝑉-1.∪,𝐷-2.,,𝑉-2.𝐷-2-𝑇.,𝑉-2..=,,1−,,𝛼-1-2.-4..,𝐼-1.∪,1−,,𝛼-2-2.-4..,𝐼-2..,then,,𝑄-1.∪,𝑄-2..≡,,,𝛼-1.-2.,𝐼-1.∪,,𝛼-2...
	Proof
	Let an integer 𝑛≥2 and 0≠,𝛼-1.;0≠,𝛼-2.∈ℂ be given. Suppose that ,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2..∈,𝐶-𝑛×𝑛. can be written as a sum of two secondary orthogonal bimatrices, say ,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2..=,,𝑄-1.∪,𝑄-2..+,,𝑊-1.∪,𝑊-2..,
	Write ,,𝑄-1.∪,𝑄-2..=,,𝑎-𝑖𝑗-1.∪,𝑎-𝑖𝑗-2..=,,𝑞-1-1....,𝑞-𝑛-1..∪,,𝑞-1-2....,𝑞-𝑛-2.. and ,,𝑊-1.∪,𝑊-2..=,,𝑏-𝑖𝑗-1.∪,𝑏-𝑖𝑗-2..=,,𝑤-1-1....,𝑤-𝑛-1..∪,,𝑤-1-2....,𝑤-𝑛-2... Then ,𝑏-𝑖𝑗-1.=−,𝑎-𝑖𝑗-1. and ,𝑏-𝑖𝑗-2.=−,𝑎-𝑖𝑗-2. for ...
	Now, for each 𝑖=1,...,𝑛, we have ,𝑖=1-𝑛-,𝑎-𝑖𝑗-,1-2...=,𝑞-𝑖-,1-𝑇..,𝑞-𝑖-1.=1=,𝑤-𝑖-,1-𝑇..,𝑣-𝑖-1.=,𝑗=1-𝑛-,𝑏-𝑖𝑗-,1-2...=,𝑏-𝑖𝑖-,1-2..+,𝑗≠𝑖,𝑗=1-𝑛-,𝑎-𝑖𝑗-,1-2...
	and   ,𝑗=1-𝑛-,𝑎-𝑖𝑗-,2-2...=,𝑞-𝑖-,2-𝑇..,𝑞-𝑖-2.=1=,𝑤-𝑖-,2-𝑇..,𝑣-𝑖-2.=,𝑗=1-𝑛-,𝑏-𝑖𝑗-,2-2...=,𝑏-𝑖𝑖-,2-2..+,𝑗≠𝑖,𝑗=1-𝑛-,𝑎-𝑖𝑗-,2-2...
	Hence,  ,𝑏-𝑖𝑖-1.=±,𝑎-𝑖𝑖-1. and ,𝑏-𝑖𝑖-2.=±,𝑎-𝑖𝑖-2..
	Because  ,,𝑄-1.∪,𝑄-2..+,,𝑊-1.∪,𝑊-2..=,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2.. and ,𝛼-1.≠0;,𝛼-2.≠0 we have ,𝑏-𝑖𝑖-1.=,𝑎-𝑖𝑖-1.=,,𝛼-1.-2.;,𝑏-𝑖𝑖-2.=,𝑎-𝑖𝑖-2.=,,𝛼-2.-2.. Set ,,𝐷-1.∪,𝐷-2..=,,𝑑-𝑖𝑗-1..∪,,𝑑-𝑖𝑗-2..,  with ,𝑑-𝑖𝑗-1.=,𝑎-𝑖𝑗-1.;,�..
	Now, since ,,𝑄-1.∪,𝑄-2.. and ,,𝑉-1.∪,𝑉-2.. are secondary orthogonal bimatrices, we have
	,,𝑄-1.,,,𝑉-1.𝑄-1.-𝑇.,𝑉-1.∪,𝑄-2.,,,𝑉-2.𝑄-2.-𝑇.,𝑉-2..≡,,,𝛼-1-2.-4.,𝐼-1.∪,,𝛼-2-2.-4.,𝐼-2..+,,,𝛼-1.-2.,,𝐷-1.+,𝐷-1-𝑇..∪,,𝛼-2.-2.,,𝐷-2.+,𝐷-2-𝑇...+,(𝐷-1.,𝑉-1.,𝐷-1-𝑇.,𝑉-1.∪,𝐷-2.,,𝑉-2.𝐷-2-𝑇.,𝑉-2.)               =,,𝐼-1.∪,𝐼-2.. ...
	And  ,,𝑊-1.,,𝑊-1.-𝑠.∪,𝑊-2.,,𝑊-2.-𝑠..      ≡,,,𝛼-1-2.-4.,𝐼-1.∪,,𝛼-2-2.-4.,𝐼-2..−,,,𝛼-1.-2.,,𝐷-1.+,𝐷-1-𝑇..∪,,𝛼-2.-2.,,𝐷-2.+,𝐷-2-𝑇...+,,𝐷-1.,𝑉-1.,𝐷-1-𝑇.,𝑉-1.∪,𝐷-2.,,𝑉-2.𝐷-2-𝑇.,𝑉-2..
	=,,𝐼-1.∪,𝐼-2..        (7)
	Subtracting equation (7) from equation (6), we get ,,𝐷-1.∪,𝐷-2..=−,,𝐷-1-𝑠.∪,𝐷-2-𝑠.., so that ,,𝐷-1.∪,𝐷-2.. is secondary skew-symmetric bimatrix.
	Moreover ,,𝐷-1.,𝑉-1.,𝐷-1-𝑇.,𝑉-1.∪,𝐷-2.,,𝑉-2.𝐷-2-𝑇.,𝑉-2..=,,1−,,𝛼-1-2.-4..,𝐼-1.∪,1−,,𝛼-2-2.-4..,𝐼-2...
	For the converse, suppose that ,,𝐷-1.∪,𝐷-2..∈,𝐶-𝑛×𝑛. is secondary skew-symmetric bimatrix and satisfies, ,,𝐷-1.,𝐷-1-𝑠.∪,𝐷-2.,𝐷-2-𝑠..=,,1−,,𝛼-1-2.-4..,𝐼-1.∪,1−,,𝛼-2-2.-4..,𝐼-2...
	Set  ,,𝑄-1.∪,𝑄-2..≡,,,𝛼-1.-2.,𝐼-1.∪,,𝛼-2.-2.,𝐼-2..+,,𝐷-1.∪,𝐷-2.. and set ,,𝑊-1.∪,𝑊-2..≡,,,𝛼-1.-2.,𝐼-1.∪,,𝛼-2.-2.,𝐼-2..−,,𝐷-1.∪,𝐷-2...
	Then one checks that both ,,𝑄-1.∪,𝑄-2.. and ,,𝑊-1.∪,𝑊-2.. are secondary orthogonal bimatrices and ,,,𝑄-1.+,𝑊-1..∪,,𝑄-2.+,𝑊-2...=,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2...
	Remark 4.6
	When ,𝛼-1.=0;,𝛼-2.=0, then for any secondary orthogonal bimatrix ,,𝑄-1.∪,𝑄-2.., notice that  ,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2..=,,,𝑄-1.+,−,𝑄-1...∪,,𝑄-2.+,−,𝑄-2.... is a sum of two secondary orthogonal bimatrices.
	Let n=2 and ,𝛼-1.≠0; ,𝛼-2.≠0. Set ,𝛽-1.≡,1−,,𝛼-1-2.-4..;,𝛽-2.≡,1−,,𝛼-2-2.-4.. (either square root).
	Then ,,𝐷-1.∪,𝐷-2..≡,,0-,𝛽-1.-−,𝛽-1.-0..∪,,0-,𝛽-2.-−,𝛽-2.-0.. is secondary skew-symmetric bimatrix and satisfies
	(,𝐷-1.,𝑉-1.,𝐷-1-𝑇.,𝑉-1.∪,𝐷-2.,,𝑉-2.𝐷-2-𝑇.,𝑉-2.)=,,1−,,𝛼-1-2.-4..,𝐼-1.∪,1−,,𝛼-2-2.-4..,𝐼-2...
	Lemma 4.5 guarantees that ,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2.. can be written as a sum of two secondary orthogonal bimatrices.
	If n=2k and ,𝛼-1.≠0; ,𝛼-2.≠0, set ,,𝐸-1.∪,𝐸-2..=,,𝐷-1.∪,𝐷-2..⊕...⊕,,𝐷-1.∪,𝐷-2..  (k copies) and notice that ,,𝐸-1.∪,𝐸-2..is secondary skew-symmetric bimatrix and satisfies,,𝐸-1.,𝑉-1.,𝐸-1-𝑇.,𝑉-1.∪,𝐸-2.,,𝑉-2.𝐸-2-𝑇.,𝑉-2..,,𝐸-1.,𝐸-1...
	Hence, if n=2k and if ,𝛼-1., ,𝛼-2. be a scalar, then ,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2.. can be written as a sum of two secondary orthogonal bimatrices.
	Theorem 4.7
	Let n be a given positive integer. For each ,𝛼-1.,,𝛼-2.∈ℂ and each secondary orthogonal bimatrix  ,,𝑄-1.∪,𝑄-2..∈,𝐶-2𝑛., ,,𝛼-1.,𝑄-1.∪,𝛼-2.,𝑄-2.. can be written as a sum of two secondary orthogonal bimatrices.
	Remark 4.8
	Let an integer 𝑛≥2 be given. If ,𝛼-1.,,𝛼-2.∈,−2,0,2. then one checks that ,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2..∈,𝐶-𝑛×𝑛. can be written as a sum of two secondary orthogonal bimatrices.
	Theorem 4.9
	Let ,𝛼-1.,,𝛼-2.∈ℂand let a positive integer n be given. Then ,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2..∈,𝐶-2𝑛+1. can be written as a sum of two secondary orthogonal bimatrices from ,𝑂-𝑛×𝑛. if and only if ,𝛼-1.,,𝛼-2.∈,−2,0,2..
	Proof
	For the forward implication, let ,𝛼-1.,,𝛼-2.∈ℂand let a positive integer n be given.
	Suppose that ,,𝛼-1.,𝐼-1.∪,𝛼-2.,𝐼-2..∈,𝐶-2𝑛+1.can be written as a sum of two secondary orthogonal bimatrices.
	Then ,𝛼-1.=0; ,𝛼-2.≠0 (or) ,𝛼-1.≠0; ,𝛼-2.≠0. If ,𝛼-1.=0; ,𝛼-2.=0, then ,𝛼-1.,,𝛼-2.∈,−2,0,2..
	If  ,𝛼-1.≠0; ,𝛼-2.≠0,we show that ,𝛼-1.=,𝛼-2.=±2. Lemma 3.5 guarantees that there exists a secondary skew-symmetric bimatrix ,,𝐷-1.∪,𝐷-2..∈,𝐶-𝑛×𝑛. satisfying  ,,𝐷-1.,𝑉-1.,𝐷-1-𝑇.,𝑉-1.∪,𝐷-2.,,𝑉-2.𝐷-2-𝑇.,𝑉-2..=,,1−,,𝛼-1-2.-4..,𝐼-1.∪,...
	Now, since n is odd, the secondary skew-symmetric bimatrix ,,𝐷-1.∪,𝐷-2.. is singular. Hence, ,,𝐷-1.,𝑉-1.,𝐷-1-𝑇.,𝑉-1.∪,𝐷-2.,,𝑉-2.𝐷-2-𝑇.,𝑉-2..  is singular and ,𝛼-1.=,𝛼-2.=±2.
	The backward implication can be show by direct computation.
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