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Abstract: Local algorithms determine the status (forwarding/non forwarding) of each node proactively based on local
topology information and a globally known priority function. In this paper, we first show that local broadcast
algorithms based on the static approach cannot achieve a good approximation factor to the optimum solution (an NP-
hard problem). However, we show that a constant approximation factor is achievable if position information is
available. In the dynamic approach, local algorithms determine the status of each node “on-the-fly” based on local
topology information and broadcast state information. Using the dynamic approach, it was recently shown that local
broadcast algorithms can achieve a constant approximation factor to the optimum solution when (approximate) position
information is available. However, using position information can simplify the problem. In some applications it may
not be practical to have position information. Therefore, we wish to know whether local broadcast algorithms based on
the dynamic approach can achieve a constant approximation factor without using position information.
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I. INTRODUCTION

Wireless ad hoc networks have emerged to support applications, in which it is required/desire to have wireless
communications among a variety of devices without relying on any infrastructure or central management. In ad hoc
networks, wireless devices, simply called nodes, have limited transmission range. Therefore, each node can directly
communicate with only those within its transmission range and requires other nodes to act as routers in order to
communicate with out-of-range destinations. One of the fundamental operations in wireless ad hoc networks is
broadcasting, where a node disseminates a message to all other nodes in the network. . This can be achieved through
flooding. Not every node is required to forward/transmit the message in order to deliver it to all nodes in the network.
A set of nodes form a Dominating Set (DS) if every node in the network is either in the set or has a neighbour in the set.
A DS is called a Connected Dominating Set (CDS) if the sub graph induced by its nodes is connected. Clearly, the
forwarding nodes, together with the source node, form a CDS. On the other hand, any CDS can be used for
broadcasting a message (only nodes in the set are required to forward). In this paper we show that, using only local
topology information and a globally known priority function, the local broadcast algorithms based on the static
approach are not able to guarantee a good approximation factor to the optimum solution (i.e., MCDS). On the other
hand, we show that local algorithms based on the static approach can achieve interesting results such as a constant
approximation factor and shortest path preservation if the nodes are provided with position information. In the dynamic
approach, the status of each node (hence the CDS) is determined “on-the-fly” during the broadcast process.

I1. SYSTEM MODEL AND ASSUMPTIONS

We assume that the network consists of a set of nodes V, |V| = N. Each node is equipped with Omni directional
antennas. Every node u € V has a unique id, denoted id (u), and every packet is stamped by the id of its source node
and a nonce, a randomly generated number by the source node. For simplicity, we assume that all nodes are located in
two dimensional space .However, all the results presented in this paper can be readily extended to three-dimensional ad
hoc networks. To model the network, we assume two different nodes u € V and v € V are connected by an edge if and
only if Juv|=R, where |uv| denotes the Euclidean distance between nodes u and v and R is the transmission range of the
nodes. Thus, we can represent the communication graph by G (V,R),where V is the set of nodes and R is the
transmission range. This model is, up to scaling, identical to the unit disk graph model, which is a typical model for
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two-dimensional ad hoc networks. In reality, however, the transmission range can be of arbitrary shape as the wireless
signal propagation can be affected by many unpredictable factors. Finally, we assume that the network is connected and
static during the broadcast and that there is no loss at the MAC/PHY layer. These assumptions are necessary in order to
prove whether or not a broadcast algorithm can guarantee full delivery.

111. BROADCASTING USING THE STATIC APPROACH

Let the k-neighbourhood of a node u, denoted G(u),be the sub graph induced by u and nodes at most k hops away from
u. Suppose each node is given a globally Pr(id(w),Gh(w)) which gets a node’s id , id(w), and its local topology
information, Gh(w) as inputs and returns a real number that determines the priority of w. For example, priority of a
node can be determined by its id , by its degree (i.e. the number of its 1-hop neighbours) or by its neighbour
connectivity ratio (i.e. ratio of pairs of neighbours that are not directly connected to all possible pairs of neighbours). In
local broadcast algorithms based on the static approach, the status (forwarding/non-forwarding)of each node u, Stat(u),
is a function of id(u), Gh(u) and Pr(id(v),G (v)), where v € Gh(u) and the parameters h and h’. Note that the status of
each node does not depend on that of other nodes. Therefore, any local topology change can only affect the status of the
nodes in the vicinity. In designing local broadcast algorithms, we are looking for status functions that not only
guarantee constructing a CDS (hence full delivery) but also ensure that the constructed CDS has small size, preferably
within a constant factor of the optimum. In the following, we show that no such status function exists. The idea is to
Gh(.), and the relative priority of the nodes in Gh(.) are the same. Without loss of generality, we can assume R =1.

N-1

R G

Since h and h’ are constant, the approximation factor would be at least.

s 2+ R - 1)
2x(2(h+h)+1)

€ Q(N).

Consequently, local broadcast algorithms based on the static approach are not able to guarantee a good approximation
factor in the worst case. Note that this result does not imply that local broadcast algorithms cannot achieve a good
bound on average.

A. Using Position Information

In the context of broadcast algorithms based on the static approach, we may wish to know whether using position
information can help us to yield a small approximation factor. In this section, we show that a constant approximation
factor is achievable if position information is available. To show this, we partition the network area into square cells as
illustrated

MCDS| = {—v_f—i—w ,where [ =2(h +h')+ L

- 1 ‘7 N-1

The approach of network partitioning to use geographical information has been used for different purposes including
saving energy in sensor networks, and handling mobility in broadcast algorithms for ad hoc networks. In the primary
work by Xu , the authors propose an algorithm that partitions the network area into square cells. To save energy, at
each time, the algorithm selects one node in each cell as active and puts other nodes in the cell to sleep. The set of
active nodes must form a CDS in order to maintain network connectivity and coverage. To guarantee this, the proposed
algorithm in assumes that the side length of each square cell is R/\'5, where R is the radio transmission range. . In this
section, we show under what conditions the set of nodes constructed by selecting one node in each non-empty set form
a CDS. We also show that these conditions can be relaxed at the price of selecting more than one yet a constant number
of nodes in some non-empty cells. Therefore, the result of this section can be used to extend the work in to the case
where some cells may contain no (working) sensor due to, for example, a non-uniform distribution of sensors, sensor
mobility or sensor failure. Authors use a network partitioning approach in designing broadcast protocols for dense
mobile ad hoc networks. To handle mobility, the proposed broadcast protocols in rely on the distribution of nodes as
opposed to the majority of existing broadcast protocols that rely on the frequently changing communication topology.
In this section, we focus on reducing the number of transmissions in a general static ad hoc network. Readers may refer
to for a discussion on how to handle mobility when network partitioning is used.

Theorem 1: Let 0>0 and m >1 be constant numbers. Let S be a CDS. Suppose there are at most m nodes of S in any
square of size aRx aR.

8] < (m[21)|MCDS|,
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Let o be a positive real number. Let Ssq(a) denoted a set constructed by dividing the network area into small square
cells of size aR x aR and selecting exactly one node in each non-empty cell. As explained earlier, Let a be a positive
real number. the set Ssq(a) is a dominating set (DS) if a <V2/2. Therefore, we use the notation DSsq() instead of
Ssq(a),wherever a< \2/2. In general, the graph induced by DSsq (o) is not connected even for small values of a.
Nevertheless, it can be proven that the graph induced by DSsq(a) is connected . if the network satisfies any of the two
conditions that we call high-connectivity condition and high-transmission condition.

Theorem 2: Let o, 0 <a<1-c/212, be a real number. Note that o <\2/2.Let DSsq(a) be a constructed DS by selecting one
node in each non-empty set. If G (V,cR) is connected, then DSsq(a) is a CDS whose size is at most [2/a]2]MCDS].

Theorem 3: Let o, 0 <a< min (2,c)/2\2, and ¢>0 be real numbers. Note that a<\2/2. .Let DSsq(a) be a constructed DS
by selecting one node in each non-empty set. If every node in DSsq(a) increases its transmission range to at least (1 +
¢)R, then DSsq(a) will be CDS whose size is at most[2/a]2 [MCDS| There are optimization techniques to further reduce
the size of a constructed DSsq(a) or to relax the requirement of transmitting at higher power for many selected nodes.
For example, suppose that node us is the selected node in cell Ci. The node us is not required to increase its
transmission power if every node v within transmission range of any node u € Ci within the transmission range of
either us .

Fig.1. Network partitioning and possible neighbours of a cell Ci for the case o =v 2/2.

IV. BROADCASTING USING THE DYNAMIC APPROACH

Using the dynamic approach, the status (forwarding/non forwarding) of each node is determined “on-the-fly” as the
broadcasting message propagates in the network.

A. The Proposed Local Broadcast Algorithm

Suppose each node has a list of its 2-hop neighbours this can be achieved in two rounds of information exchange. The
proposed broadcast algorithm is a hybrid algorithm; hence every node that broadcasts the message may select some of
its neighbours to forward the message. In our proposed broadcast algorithm, every broadcasting node selects at most
one of its neighbours. A node has to broadcast the message if it is selected to forward. Other nodes that are not selected
have to decide whether or not to broadcast on their own. This decision is made based on a self-pruning condition called
the coverage condition.

Algorithm 1: The proposed hybrid algorithm executed by u

: Extract id s of the broadcasting node and the selected node from the received message m.
. if u has broadcast the message m before then

: Discard the message.

- Return

:end if

. if u receives m for the

 Create and fill the list L2557 (m)

send if

9: Update the list L2s25°% ()

10: Remove the information added to the message by the previous broadcasting node
11:if  Listg?¥(m) # Othen

12: Select an id from LZst57"(772) and add it to the message

13: Schedule the message {(*only update the selected id if m is already in the queue*)

coO~N OO~ WN P
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14-else ((FListE (m) = [ in this case®)}

15: if u was selected then

16: Schedule the message {(*only remove the id of the selected neighbour if m is already in the queue*)}
17: else

18: Remove the message from the queue if u has not been selected by any node before

19: end if

20: end if

B. Analysis of the Proposed Broadcast Algorithm

Theorem 4: Algorithm 1 guarantees full delivery.

Proof: Every node broadcasts a message at most once. Therefore, the broadcast process eventually terminates. By
contradiction, assume that node d has not received the message by the broadcast termination. Since the network is
connected, there is a path from the source node s (the node that initiates the broadcast) to node d. clearly ,We can find
two nodes u and v on this path such that u and v are neighbours has received the message and v has not received it. The
node u has not broadcast the message since v has not received it. Therefore, u has not been selected to broadcast; thus
the coverage condition must have been satisfied for u. As the result, v must have a neighbour w, which has broadcast
the message or selected to broadcast. Note that all the selected nodes will eventually broadcast the message. This is a
contradiction as, based on the assumption, v cannot have a broadcasting neighbour.

C. The Strong Coverage Condition

As proven, the proposed broadcast algorithm guarantees that the total number of transmissions is always within a
constant factor of the minimum number of required ones. However, the number of transmissions may be further
reduced by slightly modifying the broadcast algorithm. As explained earlier, in the proposed algorithm, a selected node
has to broadcast the message even if its coverage condition is satisfied. For example, a selected node u can abort
transmission (by removing the message from the queue) at time t if by time t and based on its collected information, all
its neighbours have received the message.

D. Extending the Network Model

The results presented in the paper can be extended to the case where the nodes are distributed in three-dimensional
space. In other words, when the nodes are distributed in three dimensions it can be shown that local broadcast
algorithms based on the static approach can provide a constant approximation if nodes have their position information.
By replacing circles with balls, it can be similarly shown that Algorithm 1 can provide both full delivery and a constant
approximation to the optimum solution.

V. EXPERIMENTAL RESULTS

One of the major contributions of this work is the design of a local broadcast algorithm based on the dynamic approach
(Algorithm 1) that can achieve both full delivery and a constant approximation factor to the optimum solution without
using position information. To confirm the analytical results, we implemented Algorithm 1, Liu’s algorithm (a
neighbour designating algorithm) [4], edge forwarding algorithm (a self pruning algorithm) [2] and According in the
network simulator ns-2 and evaluated the ratio of broadcasting nodes (i.e., number of broadcasting nodes/total number
of nodes) and end-to-end delay for each algorithm. Table | summarizes the parameters used in the ns-2 simulator. We
also implemented the Wan-Alzoubi-Frieder algorithm [5] in C++ and used it as an approximation of the minimum
number of broadcasting nodes required. Note that the Wan-Alzoubi-Frieder algorithm (referred to as ratio-6
approximation algorithm) is not a local algorithm and is only used as a benchmark as it has an approximation factor of
at most 6 [7].

To compute the number of broadcasting nodes, we uniformly distributed the nodes in a square of size 1000x1000m2.
We allowed only one network-wide broadcast at each simulation run, selected the next forwarding node randomly, and
used the strong coverage condition in Algorithm 1 to further reduce the total number of transmissions. Fig 2 and 3
shows the average ratio of broadcasting nodes for over 500 runs for each given value of the input (i.e., the total number
of nodes or the transmission range).

To get the results shown in Figure 3, we set the transmission range to 250m and varied the total number of nodes from
25 to 1000. In Figure 4, the number of nodes was fixed to 1000 and the transmission range was varied from 50m to
300m. The transmission range and the total number of nodes were selected from a large interval so that the simulation
covers very sparse and very dense networks as well as the networks with large diameters.
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Fig.2. Ratio of broadcasting nodes vs. total number of nodes.
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Fig.3. Ratio of broadcasting nodes vs. maximum speed.

VI1.CONCLUSIONS

Local broadcast algorithms based on the static approach cannot guarantee a small sized CDS if the position information
is not available. So we can introduced hybrid algorithm in dynamic approach using this algorithm we reduced number

of

transmissions and each node do self pruning so we reduced data redundancy so broadcast buffering time also

reduced so compare to other algorithm our algorithm reduced the time complexity. The results presented in the paper
can be extended o the case where nodes are distributed in three dimensional spaces.

(1]
[2]
[3]
(4]
[3]
6]

[7]
(8]

[]

REFERENCES

Garey. M and Johnson. D, ‘Computers and Intractability; A G Guide to the Theory o f N P -Completeness. New York: W. H. Freeman & Co.,
1990.

Clark. B, Colbourn. C, and Johnson. D, “Unit disk graphs,” Discrete Mathematics, vol. 86, pp. 165-177, 1990.

Wu. J and Dai. F, “Broadcasting in ad hoc networks based on self-pruning,” In Proc. IEEE INFOCOM, pp. 2240-2250, 2003.

Wu. J and Lou. W, “Forward-node-set-based broadcast in clustered mo-bile ad hoc networks,” Wireless Communications and Mobile
Computing, vol. 3, no. 2, pp. 155-173, 2003.

Wu. J and Dai. F, “A generic distributed broadcast scheme in ad hoc wireless networks,” IEEE Transactions on Computers, vol. 53, no. 10, pp.
1343-1354, 2004.

Ni. S, Tseng. Y, Chen. Y, and Sheu. J, “The broadcast storm problem in a mobile ad hoc network,” In P roc. AC M International Conference on
Mobile Com putting and Networking (MO B ICO M), pp. 151-162, 1999.

Haas. Z, Halpern. J, and Li. L, “Gossip-based ad hoc routing,” In P roc. IEEE INFOCOM, pp. 1707-1716, 2002.

Wu. J, Lou. W, and Dai. F, “Extended multipoint relays to determine connected dominating sets in manets,” IEEE Trans. on Computers , vol.
55, no. 3, pp. 334-347, 2006.

Peng. W and Lu. X, “On the reduction of broadcast redundancy in mobile ad hoc networks,” In P roc. AC M Interational Symposium on Mobile
Ad Hoc Networking and Com puting (MobiH oc) , pp. 129-130, 2000.

Copyright to 1JIRSET wWww.ijirset.com 3154


http://www.ijirset.com/

